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ABSTRACT
Language Models (LM) capture the characteristics of the distribu-
tion of words sequences in natural language, learning meaningful
distributed representations in the process. Recent advancements in
Neural Networks and Deep Leaning have led to rapid progress in
this area, greatly attributed to the emergence of the attention mech-
anism. Specifically, the Transformer architecture that implements
attention-based encoder-decoder stacks, has advanced research in
numerous Natural Language Processing tasks and produced state-
of-the-art pre-trained LMs. One important task is Relationship Ex-
traction (RE), which extracts semantic relationships from text and
has significant applications in the biomedical domain, especially
in literature pertaining to drug safety and Drug-Drug Interactions
(DDI). In DDI extraction, the task is divided into two subtasks,
Drug Named Entity Recognition and Relation Classification, con-
sequently identifying drug mentions and classifying the potential
effect of drug combinations from literature. Various methods for the
extraction of DDIs have been proposed that utilize different archi-
tectures, however Transformers-based LMs continue to show the
most promise. The overwhelming number of available pre-trained
LMs, that each provide their own benefits and disadvantages, ren-
ders the selection of a clear baseline extremely difficult. In this
paper, we investigate the most relevant LMs for biomedical RE
and experiment on the DDI Extraction 2013 dataset. We propose
a baseline approach for pre-trained Transformer-based LMs with
shallow output architectures to effectively utilize the underlying
architecture and introduce a foundation that reaches similar to
state-of-the-art performance for both subtasks of DDI extraction.

CCS CONCEPTS
•Computingmethodologies→Neural networks; • Information
systems → Information retrieval.
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1 INTRODUCTION
Literature search is a fundamental step for biomedical researchers,
clinicians, database curators and bibliometricians during their scien-
tific discovery process, aiming to find the most relevant information.
The exponential growth of published literature coupled with the
heterogeneous information sources and the diverse needs of the
scientific community render this task difficult and time-consuming.
Consequently, these challenges have led to the application of Natu-
ral Language Processing (NLP) in the biomedical domain in order
to improve biomedical information retrieval [14]. Drug-Drug Inter-
action (DDI) extraction is a significant biomedical sub-domain and
a typical relation extraction task where drug mentions and their
pair-wise interactions are extracted from text.

Traditional approaches tackle this task in a pipelined approach
where each of the two tasks are completed subsequently, first rec-
ognizing drug mentions with Named Entity Recognition (NER)
techniques, followed by the classification of the drug pairs with Re-
lation Classification (RC) techniques. Joint approaches, consolidate
both NER and RC tasks in a single model or methodology. How-
ever, despite the various approaches, state-of-the-art methodologies
tend to utilize Transformer-based architectures as their underlying
mechanisms. The significant advancements in natural language un-
derstanding and the development of Transformer-based Language
Models (LM) have led to the application of pre-trained language rep-
resentations in the DDI task [13]. Although, these methodologies
show promising results, their application is subject to numerous
challenges, such as choosing the most suitable one out of the over-
whelming volume of proposed LMs that are trained on different
corpora and determining the best output layer architecture.

To alleviate these limitations, we present a baseline approach
for each of the twoDDI extraction subtasks, proposing Transformer-
based LMswith shallow output layer architectures. The task-specific
pre-trained Language Models are fine-tuned on the benchmark DDI
Extraction 2013 dataset and address the Drug Named Entity Recog-
nition (DNER) and Drug-Drug Interaction Classification (DDIC)
respectively. We leverage the underlying semantic and contextual
representations in combination with the attention mechanism and
shallow output architectures for both tasks, adding minimal com-
plexity to the overall model. In summary, the main contributions
of our work are:
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• Individual Transformer-based Language Models for both
Drug Named Entity Recognition and Relationship Classifica-
tion tasks.

• Task-specific shallow output architectures for both DNER
and RC that leverage the underlying Language Model with-
out added complexity.

• Achievement of comparable to state-of-the-art performance
on the DDI Extraction 2013 dataset.

The remainder of this paper is organized as follows. In Sec-
tion 2, we provide a brief review of related work and explore the
Transformer-based approaches used on the DDI extraction dataset.
In Section 3, we elaborate on the dataset used and describe our
methodology in detail. In Section 4, we present the experimental
setup and results. Finally, in Section 5, we present our conclusions
and the direction for future research.

2 RELATEDWORK
Drug-drug interactions can occur when two or more drugs are co-
administered resulting in possible synergetic or antagonistic effects
that can prove harmful to the human health. To prevent the negative
effects of polypharmacy, several drug interaction sources in the
form of databases, individual product information and specialized
online resources are available that require careful curation in order
to be kept up to date with the latest research. Literature containing
new findings in drug interaction related studies are published at an
exponential rate, as clinicians are encouraged to publish case reports
of new or unusual drug-drug interactions as they are valuable
source of information.

The wealth of information hidden in these publications contain
abbreviations, biomedical specific language and can have unusual
grammatical structures. Consequently, building models that can
understand and generate semantically and contextually useful repre-
sentations is a challenge. Word embeddings established themselves
as an essential foundation for learning these complex representa-
tions trained on large unlabeled corpora to capturing the implicit
semantics.

In the drug-drug interaction domain, the task is treated as a
biomedical Relation Extraction (RE) problem where drug mentions
are extracted and each drug pair interaction is classified. Initially,
Neural Network-based RE approaches leveraged word embeddings
and applied Convolutional Neural Network (CNN) and Recurrent
Neural Network (RNN) architectures in both tasks [2]. CNNs learn
features by applying convolutional operations in the word embed-
ding input space while RNNs are temporal-based networks that cap-
ture long sequences using an internal memory mechanism. Some
studies combined CNNs and RNNs in a hybrid architecture for the
classification of DDIs using sentence sequences and shortest dis-
tance paths or implement an ensemble method with CNNs, RNNs
and Support Vector Machines [19].

Studies treat the drug named entity recognition and the relation
classification as either two independent tasks (pipeline) or as a joint
task, each subject to its own advantages and disadvantages. The
pipelined approach tackles each step individually focusing on each
task independently while joint approaches leverage the relevance
between them. However, in the DDI domain the term extraction has
been used as interchangeably with classification, where researchers

focus exclusively on the DDIC task using the gold entity labels from
the dataset, completely ignoring the DNER task.

Deep learning’s rapid progress has led to the development of new
methodologies and models that can be used neural network-based
approaches to further improve the performance. Following the
trend of general domain NLP, Transformer-based LMs found their
way into the biomedical domain as well, achieving state-of-the-art
results. In contrast to traditional word embeddings, LMs produce
contextualized word representations where each word embedding
represents the word based on the entire input sequence, making it
depended on the context of the sentence it is contained.

Recent studies show that BERT [4] based architectures outper-
form other Transformer-based Language Models such as ELMo
[15] and GPT-2 [16] in the DDI extraction task. Lee at al. [7] pre-
trained BioBERT, which is the BERT architecture trained on large
biomedical domain specific corpora, on biomedical NER and relation
classification and question answering tasks, achieving a significant
improvement in performance in all tasks. Zaikis et al. [24] pro-
posed BERT based architectures for the pipelined DDI extraction
using a set of rules and filters on the DNER models output before
classifying the interactions between drug pairs. Huang et al. [6] im-
plemented an ensemble of variants in a multi-head selection system
that introduces semantically enhanced BERT pre-training and NER
corpus and soft label embeddings. Xue et al. [22] implemented a
joint NER and RC architecture where the shared task representation
encoder is transformed with the use of a dynamic range attention
mechanism.

Based on the recent trend in Transformer-based Language Model
usage and the dominance of the BERT architecture, determining
the best combination of the underlying BERT model and output
architecture is very important. In this work, we present the most
suitable baseline BERT based architectures with task specific shal-
low output layers for both Drug Named Entity Recognition and
Relation Classification on the DDI Extraction 2013 dataset.

3 MATERIALS AND METHODS
3.1 Dataset
The DDI Extraction 2013 benchmark corpus, which is a semantically
annotated corpus of documents containing sentences describing
drug entities and drug-drug interactions from the DrugBank data-
base and MedLine abstracts, was used to evaluate the performance
of our proposed method. Two expert annotators manually anno-
tated the corpus with pharmacological substances (drug named
entities) and interactions between all possible drug pair combina-
tions. The corpus is made up of 784 DrugBank documents describing
drug interactions and 233 MedLine abstracts chosen from the query
‘drug-drug interactions’ and is split into a single training set and
separate test sets for both Drug Named Entity Recognition and
Relation Classification tasks.

The corpus contains four classes for the drug named entity types,
labeled drug, group, brand and drug_n, denoting generic drug names,
drug group names, branded drug names and active substances that
are not approved for human use, respectively. Accordingly, there
are four positive classes for the drug-drug interactions, labeled
advice, effect, mechanism and int, describing a recommendation or



Transforming Drug-Drug Interaction Extraction from Biomedical Literature SETN 2022, September 7–9, 2022, Corfu, Greece

advice, the impact of the drug-drug interaction, the pharmacoki-
netic mechanism and an interaction with no additional information,
respectively. We arbitrarily assigned the label no_rel for the nega-
tive class describing the instances where no interaction is found.
The corpus statistics make it evident that the dataset is extremely
imbalanced in terms of both named entities and interaction types.

Our methodology embraces a minimal preprocessing approach
in the form of tokenization only and no negative instance filter-
ing. BERTs WordPiece tokenizer[21] with the cased vocabulary of
each BERT-based model was employed for both tasks, representing
words that are not in the vocabulary by the frequent subwords each
token is made of.

3.2 Transformer architecture
The Transformer architecture [20] follows the encoder-decoder
neural network structure without relying on recurrence or con-
volutions for output generation. Information about the relative
positions of the words in the sequence can not be captured and has
to be injected with the use of positional encodings of the input em-
beddings. Therefore, the input vector of the Transformer consists
of the summed positional encodings, which are generated using
sine and cosine functions of different frequencies, over the input
embeddings.

Feed Forward

Add & Norm

Multi-Head Attention

Add & Norm

Masked Multi-Head
Attention

Add & Norm

Multi-Head Attention

Add & Norm

Feed Forward

Add & Norm

Linear

Softmax

Input Embeddings Output Embeddings

Inputs Outputs

Positional
Encoding

Positional
Encoding

Output

Encoder

Decoder

Figure 1: Overview of the Transformer architecture.

The encoder part maps an input sequence to a continuous repre-
sentation that is passed to the decoder part along with the decoder
output of the previous time step to generate the output sequence.
The encoder consist of a variable stack of identical layers, where
each layer is composed by a multi-head self-attention mechanism
and a feed-forward layer with ReLU activation. Each attention layer
head receives different linear projections of the queries, keys and
values and produces an output simultaneously to generate the final
output.

Similarly, the decoder part also consists of a variable stack of
identical layers, each composed of three sublayers instead of two.
The first sublayer injects the positional encodings in the output
of the previous decoder stack and applies multi-head attentions
over it. In contrast to the encoder where the attention mechanism
attends to all words in the input sequence, the decoder attends
only the preceding words. The following two sublayers are similar
to the two layers of the encoder part, implementing a multi-head
self-attentions and a feed forward network.

Each sublayer for both encoder and decoder parts also imple-
ment a residual connections around them and are followed by a
normalization layer.

3.3 BERT-based language models
BERT (Bidirectional Encoder Representations from Transformers)
is a Transformer-based Language Model designed to pre-train
deep bidirectional representations from large unlabeled corpora
by jointly conditioning on both directions, left and right, in all
its layers. The BERT architecture aims to generate contextualized
language representations and builds on top of the encoder part of
the Transformer, implementing a stack of either 12 or 24 encoder
layers, with 12 or 16 attention heads respectively.

Similarly to the Transformer architecture, the input representa-
tion is constructed by summing the corresponding token, segment
and positional embedding. The token embeddings are generated by
the WordPiece tokenizer that represents Out-Of-Vocabulary (OOV)
words by frequent subwords while the positional embedding fol-
lows the same implementation as in the Transformers. Furthermore,
BERT is able to take sentence pairs for tasks such as Question-
Answering and utilizes the segment embeddings to distinguish
between the two sentences and learn unique embeddings for both.

BERT was trained as a generalizable Language Model on a large
unlabeled corpus form the English Wikipedia and BookCorpus on
two tasks, namely Masked Language Model (MLM) and Next Sen-
tence Prediction (NSP). In MLM the model is trained to predict
randomly masked words in a sequence while in NSP the model
receives pairs of sentences as input and learns to predict if the sec-
ond sentence in the pair is the subsequent sentence in the original
document. Both approaches allow the model to learn semantically
and syntactically relevant word representations which are further
improved when fine-tuning on a specific task.

While BERT improved on the performance of state-of-the-art
approaches in a wide variety of tasks under the general language
understanding, the performance in biomedical domain-specific lit-
erature related tasks was often poor. As a result, studies proposed
new BERT-based models pre-trained on domain-specific corpora,
such as biomedical tests, scientific publications and clinical notes,
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Figure 2: Overview of the Drug Named Entity Recognition
architecture.

to alleviate these issues. Accordingly, the amount of newly pro-
posed models, pre-trained on a variety of tasks, available to the
researchers and the general public increased.

BERT-based models are the foundation of experimentation in
this paper due to their versatility and their high performance in
downstream tasks as proven by the trend in recent publications.
Since BERT’s appearance, multiple LMs had been proposed for
DDI-specific task that implement a variety of architectures and is
fundamental to be compared for a more solid benchmark work.

3.4 DDI Extraction Models
Drug-drug interaction extraction from textual data is a typical Re-
lation Extraction task and conceptually consists of two basic steps,
finding drug mentions and classifying the interaction of each pair in
the context of the sentence. The recognition of drug names, which
are task specific entities, is tackled with Named Entity Recognition
techniques and the classification of the drug interactions into the
task specific categories is tackled with text classification techniques,
called DNER and DDI Classification respectively as illustrated in
Figures 2 and 3 respectively.

3.4.1 Drug Named Entity Recognition. DrugNamed Entity Recogni-
tion (DNER) is a sequence-to-sequence chunking task that classifies
each token in a sequence of words based on a tagging scheme.
The tagging scheme follows the Inside-Outside-Before-End-Single
(IOBES) format where B, I and E denote the beginning, the inside
parts and the end of a multi-token entity, correspondingly. The O
tag indicates that the token is outside of an entity and does not
belong to a chunk and the S tag represents a chunk containing a
single token. Furthermore, each tag, with the exception of O, has
a trailing label for each entity type, ‘Drug’, ‘Group’, ‘Brand’ and
‘Drug_n’ resulting in a total of 17 classes (i.e. ‘I-Drug’).

The three main components of the model are the input layer,
the Transformer-based LM layers and the output layer. During
WordPiece tokenization, OOV words are split based on known

Projection Layer (ReLU)

0, 1, 0, 1, 0, ...

Transformer-based LM

w1, e1, w2, e2, w2, ...

Classification Layer

Input

Attention Mask

LM

Output

Pre-Classification Layer

Figure 3: Overview of the Drug-Drug Interaction Classifica-
tion architecture.

subwords, where each subsequent split start with ‘##’ leading to
alignment issues with the labels since each original token has an
accompanying label. The label re-alignment can be implemented
using three strategies, by labeling the splits the same label with the
original token, by converting the token into a multi-token entity
and using B, I and E or by keeping the label for the first token and
labeling the rest of the splits with O. Each approach has its potential
advantages and disadvantages but remain outside of the scope of
this work.

The LM layers are initialized with their respective pre-trained
weights and the output is fed to a Feed Forward layer with a softmax
activation for the token classification.

3.4.2 Drug-Drug Interaction classification. Drug-Drug Interaction
Classification (DDIC) is a relation classification task that classifies
drug entity pairs into predefined categories in the context of the
sentence they are contained in. Contrary to typical text classifica-
tion, information on the drug entities is necessary for the model to
correctly learn and accomplish this task. By leveraging the attention
mechanism of the Transformer-based architectures, the models at-
tention is directed to the drug entity pair in each sentence with the
use of attention masks. The dataset was unrolled, creating multiple
instances of each sentence when more than one pair was present,
each instance with a unique attention mask vector attending to a
single drug pair each time.

Similar to the DNER model, the DDIC models’ three main com-
ponents are the input, Transformer-based LM and output layers.
Furthermore, during the tokenization instead of aligning the la-
bels, the attention mask vector is aligned to correctly identify the
position of each entity following the same strategy as aforemen-
tioned. The concatenated outputs of the LMs pooling layer and
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the entity specific hidden states are passed to a pre-classification
layer with ReLU activation and then to a final classification layer.
The LM layers are initialized with their respective weights and
the pre-classification layers’ output is passed to the final Feed For-
ward classification layer, generating the class probabilities of the
interaction with a softmax activation.

4 RESULTS AND DISCUSSION
4.1 Experimental setting
We trained both DNER and DDIC models for drug mention extrac-
tion and DDI classification respectively on the 6976 sentences from
714 abstract documents from both DrugBank and MedLine using
the predefined train and test splits. We evaluated each model sepa-
rately, using the provided DNER and RC test sets and used a subset
of the train set to create the validation set for hyperparameter-
tuning for each task. Specifically, we evaluated the DNER module
with a test set consisting of 665 sentences contained in 112 abstract
documents and the Relationship Classification module on 1299
sentences in 181 abstract documents. We experimented with pre-
trained weights from BERT as the baseline BERT-based Language
Model and carefully selected BERT-based models on both base and
large architectures where available.

The base architectures stack 12 encoder layers with a hidden
layer size of either 512 or 768, while the large architectures stack 24
encoder layers with a hidden layer size of usually 1024. Padding of
the sentence lengths is determined by calculatingpaddinд_lenдth =
meantrain + 2 ∗ stdevtrain since the training set sentence lengths
follow normal distribution. However, experiments with different
maximum lengths were conducted for completeness.

The adaptive optimizer AdamW [11] was used to decouple the
weight decay from the optimization step, allowing for separate
optimization. The models were trained with a batch size of either 32
or 64, with a learning rate of 0.001 and decay of 0.01 each epoch and
the optimal number of epochs was evaluated based on convergence
during training. Furthermore, to achieve the task-specific Relation
Classification, we utilize the Transformer-based Language Models’
attention mechanism to direct the focus to the sentence context in
relation to the specific entity pair in each unrolled instance. Finally,
Cross Entropy and Binary Cross Entropy loss were used for the
DNER and DDIC model respectively.

The following pre-trained models were selected based on their
relevance to the Relation Extraction task for both DNER and DDIC
models and are comprised mainly of BERT-based architectures with
the exception of Electra and XLNet.

• BioBERT [8] is a domain-specific language representation
model pre-trained on large-scale biomedical corpora from
PubMed and PubMed Central with almost the same archi-
tecture across tasks compared to BERT.

• SciBERT [1] similarly, is a domain-specific language repre-
sentationmodel pre-trained on scientific texts from Semantic
Scholar and has its own WordPiece vocabulary to match the
training corpus.

• BART [9] is a transformer encoder-encoder (sequence-to-
sequence) model with a bidirectional (BERT-like) encoder
and an autoregressive (GPT-like) decoder. BART is pretrained

by corrupting text with an arbitrary noising function, and
learning a model to reconstruct the original text.

• RoBERTa [10] iterates on BERT’s pre-training procedure,
including training the model longer, with bigger batches over
more data; removing the next sentence prediction objective;
training on longer sequences; and dynamically changing the
masking pattern applied to the training data.

• DeBERTa [5] improves the BERT and RoBERTa models us-
ing disentangled attention and enhanced mask decoder. It
outperforms BERT and RoBERTa on the majority of Nat-
ural Language Understanding tasks with significantly less
training data.

• DistilBERT [17] is a Transformer-based model, smaller and
faster than BERT, which was pre-trained on the same corpus
in a self-supervised fashion, using the BERT model as a foun-
dation, that can then be fine-tuned with good performances
on a wide range of tasks like its larger counterparts.

• Electra [3] introduced a replaced token detection task for
better language representation learning, trained to distin-
guish input tokens from high-quality negative samples with
a Generator and Discriminator architecture.

• XLNet [23] is a unsupervised language representation learn-
ing method based on a novel generalized permutation lan-
guagemodeling objective. Additionally, XLNet employs Trans-
former-XL as the backbone model, exhibiting excellent per-
formance for language tasks involving long context.

We implemented our models with the PyTorch library using the
Python programming language and conducted the experiments
on a computer with a single RTX 3090 24GB graphics card and a
12-core Intel CPU.

4.2 Experimental results
To evaluate the performance on each task, similar to the related
work, we used the micro F1-score, which is the micro-averaged
harmonic mean of the Precision and Recall scores. We conducted
extensive experiments with the pre-trained models and the hyper-
parameters for both DNER and DDIC tasks, investigating each
model and presenting the best combination of maximum sentence
length, batch size and number of epochs for each model on the DDI
Extraction 2013 dataset [18], as shown in Table 1. The results show
that fine-tuned Transformer-based Language Models are able to
achieve very good performance in both Named Entity Recognition
and Relation Classification, further validating their generalizability
on the various NLP tasks.

We observed that the pre-training domain of each LM in combi-
nation with our proposed shallow output architecture, contributed
further in achieving better results. However, it is notable that the
large architectures show a decrease in performance compared to
their base counterparts in the DNER task, attributed to the relatively
small dataset and to the need for more training epochs to learn
better representations in these architectures resulting, however, in
overfitting. In the DDIC task, the use of the large architectures did
not contribute to any performance improvements across all mod-
els with the exception of XLNet where the XLNet-large increased
the F1-score of XLNet-base by 2%. Furthermore, the increase in
training time coupled with the added complexity of the additional
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Transformer-based layers and of the larger hidden state vectors
have the potential of statistical insignificant increase in the overall
score. All models utilized a cased vocabulary, where the capitaliza-
tion of the letters is accounted for since it is of importance in NER
tasks in general and in biomedical domain related tasks especially.

In the DNER task, the general domain BART-base and RoBERTa-
base models achieved the best performance with a F1-score of 98,2%
overall. BART is initially trained by corrupting text with a noising
function and learning to reconstruct the original text, improving
on its natural language comprehension ability. RoBERTa replicates
the BERT architecture and implements small embeddings tweaks
and byte-level tokenizer with a different pre-trained scheme. In
the DDIC task, the scientific domain SciBERT achieves the best
performance with a F1-score of 82,2%, followed by BioBERT-large
with a F1-score of 81,6%. Both SciBERT and BioBERT follow the
original BERT architecture, trained on scientific data and biomedical
data respectively.

The experimental results show that for the DNER task, which is
a token level classification task, there are slight negative effects on
all models when using domain-specific pre-trained architectures.
The best performance improvement is obtained when fine-tuning
pre-trained BERT-based models. In DDIC, in contrast to DNER, the
performances of the models are enhanced by the weights obtained
though pre-training on domain-specific corpora, further indicating
the importance of pre-training on task-specific corpora for the
Relation Classification task.

To further demonstrate the performance of the pre-trained LMs,
we compared the best results for DNER and DDIC with state-of-
the-art approaches that tackle both DNER and DDIC tasks, ‘Att-
BilSTM-CRF + Elmo’ [12] and ‘TP-DDI-large’ [24], as shown in
Table 2. First, the results show that the optimal approach to each
task manages to outperform the previous models in the DNER task
while matching the performance in the DDIC task. However, one
important factor to consider is that the reported scores of the state-
of-the-art approaches tackle the end-to-end task of DDI Extraction
and report the results based on extracted entities in contrast to our
approach where tackle each task individually and evaluate both
models on the benchmark labels.

5 CONCLUSION
In this paper, we present a baseline approach for each of the two
DDI extraction subtasks, Named Entity Recognition and Relation
Classification utilizing Transformer-based Language Models with
shallow output layer architectures. The pre-trained LMs are fine-
tuned and evaluated on the benchmark DDI Extraction 2013 dataset
and address the drug named entity recognition and interaction
classification respectively. We leveraged the underlying semantic
and contextual representations with shallow output architectures
for both tasks, utilizing the attention mechanism to inject entity
information in the DDI classification task.

We evaluated the performance of the pre-trained Transformer-
based models on the DDI Extraction 2013 dataset and compared the
best performing models to other state-of-the-art methods. Our ex-
periments show that the pre-trained models with task-specific shal-
low output layers manage to achieve near state-of-the-art scores by

taking advantage of the underlying architecture and the right hyper-
parameters, validating the assumption that Transformer-based LMs
achieve great performance and need minimal fine-tuning. With
this work, we believe a baseline approach can be set to facilitate
further improvements on this important domain to aid drug safety
dissemination and research. As future work, we plan to extend the
study to end-to-end systems, focusing on the mitigation of errors
between the two tasks when the interaction classification is carried
out on previously predicted drug entities.
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