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Abstract. Documents contain textual information, which is of the ut-
most importance for all the organizations. Document management sys-
tems have been used to store vast amounts of unstructured textual data
described with minimal metadata, a method that has several limitations.
In order to convert hidden knowledge into machine-readable data with
rich connections, this paper presents work in progress on the develop-
ment of the first end-to-end guided approach to construct a Knowledge
Graph from Greek government documents from the Greek open govern-
ment portal. The resulted Knowledge graph consists a proof-of-concept
graph, that illustrates the beneficial semantic relationships between the
textual data.
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1 Introduction

With the rise of the terms open government and open data, several public sector
Document Management Systems are publishing their documents to the Web
as open data to increase transparency and accessibility. Yet, the problem with
those document management systems are that their information is not machine-
readable and they do not support data interconnection and linking. This is the
situation with the Greek web portal, known as DIAVGEIA (in English: Clarity),
which publishes all public sector administrative decisions and acts, as required
by the law, resulting in a massive and rapidly growing collection of over 43
million documents.

Knowledge Graphs (KGs) [1] are a way of representing data in graphs,
through which it is possible to describe the significance of the data as well
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as the relationships between them. In order to utilize the advantages of using
a KG, this paper has focused on transforming the retrieved information from
the governmental documents in DIAVGEIA to Resource Description Framework
(RDF) [2] triples in order to construct a KG.

In this paper, we present our findings, challenges faced and approaches used,
as part of an ongoing work, focusing on guided triple exaction from Greek govern-
ment documents.By organizing the retrieved information in a Knowledge Graph,
semantic relationships and links interconnect the data, giving them a machine-
readable form, which easily could lead to drawing conclusions and extract new
information. Yet, Greek is a low-resource language with very limited available
NLP tools and many open challenges. Our approach addresses these issues and
constructs a Knowledge Graph, based on a widely used ontology schema, popu-
lated with the extracted triples.

The remainder of the paper is organized as follows. Section 2 presents the
related work. In Section 3 the proposed method is introduced, while in Section
4 the resulted proof-of-concept KG is presented. Section 5 concludes and gives
directions for future work.

2 Related Work

Our work was based on a previous study [9], in which the authors proposed a
theoretical framework for KG construction in DIAVGEIA. In this paper, the
problem will be analyzed in a more technical way, by taking into account the
technical difficulties and the limited number of available NLP tools for the Greek
language.

A very limited number of works have focused on end-to-end knowledge graph
construction from a document repository. The majority of the studies concen-
trate on particular subtasks, such as entity recognition, entity disambiguation,
entity linking, and relation extraction. T2KG [3] presents a hybrid method for
mapping predicates in an existing KG that combines a rule-based approach with
a similarity-based approach. Other methods approach Knowledge Graph Con-
struction as a multi-label sequence labeling task and uses a deep learning neural
network architecture to jointly learn to produce and extract triples from text
([4]).

Knowledge graph construction is a task that has been applied in text with dif-
ferent types of domains ([6]) and languages ([7]). Regarding the Greek language,
there is no other work for Knowledge Graph construction from Greek unstruc-
tured documents, except [8]. In [8] they proposed to utilize transformer models
for machine translation from Greek to English and backwards, in order to and
apply existing triple extraction tools for English texts. Yet, this approach do not
achieve satisfactory results with the domain-specific vocabulary of government
documents.
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3 Proposed Method

The proposed approach uses a guided triple extraction algorithm, that searches
for pre-determined triples and relations. After a systematic analysis of the docu-
ments by domain experts, the approach is focused only on obtaining triples that
contain the most important information.

The proposed guided triple extraction method consists of three phases. Figure
1 presents the architecture of the proposed approach. In the first phase, the PDF
file is parsed into different machine-readable formats (text, HTML) in order to
apply NLP techniques to extract the important information. In the second phase,
a reusable ontology is created based on a widely-used schema (Party in Role),
while in the third phase, the extracted information is transformed into RDF
triples to construct the Knowledge Graph.

Information Extraction. In the first phase, our method focuses on extract-
ing the important information from the documents.To extract those triples, first,
the PDF was parsed in a machine-readable form. More specifically, during this
phase, the PDF was initially parsed into a textual form. From the text was pos-
sible to extract information such as the unique ADA number of the document,
which is a unique Internet Uploading Number that every uploaded document
in Diavgeia has, using regular expressions. Then the PDF was parsed also into
HTML, in order to obtain additional information, such as the location or the
number of words of a part of the PDF.

The next step was to detect the main body of the document. The main
text is usually located in document’s text body and has the highest number of
words, compared to other parts of texts. As already described, the documents

Fig. 1. Proposed Approach Architecture Overview
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in DIAVGEIA usually contain a lot of noise. There are many numbers, sym-
bols, words’ initials, abbreviations, multiple tabs, etc. Furthermore, text inside
parenthesis and quotation marks adds extra ”noise” to text data, since they
usually contain alphanumeric numbers of laws and decisions. For those reasons,
a pipeline for text cleaning and normalization needed to be applied. As such, the
text inside parentheses, quotation marks, numbers, punctuation, and multiple
spaces were deleted so as to facilitate parsing the content. The cleaned text was
then machine-readable and easier to parse. A Named Entity Recognition tool
was then utilized to find the name of the individual who was appointed to the
position.

Structural information was taken into account, i.e., the position of the text
in the PDF. Finally, the GreekBERT-based NER tagger [11] was used to locate
and classify named entities, such as the names of the signer and the organization.
Based on preliminary experiments, on benchmark datasets and intrinsically on
documents originating from DIAVGEIA, we found GreekBERT [10] to have the
best performance in Greek language tasks

Ontology Modelling. During the second phase, a readable, scalable and
reusable schema that describes the documents and the various parties (person,
organization), was created. The ontology schema was based on the logic of a
”Party in Role”, which is a very common schema used by large organizations
to describe people in different roles (someone may now be appointed in a po-
sition but later in another document, he could be the signatory). This pattern
is also used in very large ontologies, such as FIBO (Financial Industry Business
Ontology)[12]. Figure 2 shows the ontology’s class hierarchy.

The class Document describes the Greek government documents from DI-
AVGEIA. The class Party represents all the participants/entities and has two
subclasses: Person and Organization. The class Party in Role represents a par-
ticipant who has a specific role. The class Role describes the roles that a person
or an organization could have. In this case, the possible roles are the publisher,
the signer and the assigned in. These roles are declared as instances of the class
Role.

Knowledge Graph Population. The next step was to transform the ex-
tracted triples and their relationships into RDF triples, to populate the Knowl-

Fig. 2. Ontology: Party in Role
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edge Graph.RDF stores information in the form of semantic triples. Each triple
consists of a subject, a predicate, and an object. Each element in the triple is
denoted by a unique Web URI. The resulted triples were parsed into an RDF
file following the Turtle (Terse RDF Triple Language) format [13].

4 Produced Knowledge Graph

The produced Knowledge graph consists a proof-of-concept graph, that con-
verts the textual data into machine-readable data and illustrates the beneficial
semantic relationships between them.

Currently, there isn’t any annotated dataset that could be used to test and
validate the proposed approach. For this reason, the approach was tested on
a manually annotated dataset consisting of 30 documents, created by domain
experts. Table 1 illustrates the accuracy scores for the extracted information.
The ADA number has the highest accuracy score, while the organization has
the lowest. This was anticipated since the unique ADA number has a uniform
format and a specific position in a document. On the other hand, extracting the
organization from a document could be very challenging since sometimes it can
be represented in different ways, such as pictures or logos. The results were also
evaluated by humans, working in the public sector, who were very satisfied with
the performance of the method.

5 Discussion and Conclusion

This paper presents an end-to-end guided approach to construct a Knowledge
Graph from the Greek government documents, by extracting specific triples from
the hidden textual data. Organizing and semantically linking the textual infor-
mation in a Knowledge graph, which is included among the state-of-the-art tech-
nologies and has been acknowledged as the most efficient way of organizing and
describing data as well as retrieving information, will enable and substantially
improved semantically-based searching, transparency, and reusability.

Some limitations of our work that could encourage for future research are
that we focused only on a specific type of decision while our approach only
works for documents that follow a widely-accepted format. In future work, we
plan to focus more on the triple extraction task for the Greek language and scale

Table 1. Accuracy scores for the retrieved information.

Extracted Information Accuracy

Organization 0.70
ADA 1.00

Referred ADA 0.80
Appointed Person 0.85

Signer 0.80
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our method to larger datasets, including more types of decisions and document
formats. Yet, there is a lot of room for contributions regarding NLP tools for
low resource languages, such as Greek. Having at our disposal more NLP tools
would benefit the Knowledge Graph construction task.
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