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Abstract

The discovery of drug-target interactions (DTIs) is a pivotal process in pharmaceutical development. Computational
approaches are a promising and efficient alternative to tedious and costly wet-lab experiments for predicting novel DTIs
from numerous candidates. Recently, with the availability of abundant heterogeneous biological information from diverse
data sources, computational methods have been able to leverage multiple drug and target similarities to boost the
performance of DTI prediction. Similarity integration is an effective and flexible strategy to extract crucial information
across complementary similarity views, providing a compressed input for any similarity-based DTI prediction model.
However, existing similarity integration methods filter and fuse similarities from a global perspective, neglecting the
utility of similarity views for each drug and target. In this study, we propose a Fine-Grained Selective similarity
integration approach, called FGS, which employs a local interaction consistency-based weight matrix to capture and
exploit the importance of similarities at a finer granularity in both similarity selection and combination steps. We
evaluate FGS on five DTI prediction datasets under various prediction settings. Experimental results show that our
method not only outperforms similarity integration competitors with comparable computational costs, but also achieves
better prediction performance than state-of-the-art DTI prediction approaches by collaborating with conventional base
models. Furthermore, case studies on the analysis of similarity weights and on the verification of novel predictions confirm
the practical ability of FGS.
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Introduction

A crucial step in drug discovery is identifying drug-target

interactions (DTIs), which can be reliably conducted via

laborious and expensive in vitro experiments. To reduce

the expensive workload of the wet-lab based verification

procedure, computational approaches are adopted to efficiently

filter potential DTIs from a large amount of candidates

for subsequent biological experiments [1]. Computational

approaches rely on machine learning techniques, such as kernel

machines [2], matrix factorization [3], network mining [4] and

deep learning [5], to build a prediction model, with the goal of

accurately estimating undiscovered interactions based on the

chemogenomic space that incorporates both drug and target

information.

In the past, the primary information used by computational

approaches was the chemical structure of drugs and the protein

sequence of targets, from which a single drug and target

similarity matrix could be obtained to describe the relationship

between drugs and targets in the chemogenomic space [6].

For instance, matrix factorization methods [7, 8] decompose

the interaction matrix into latent drug and target feature

matrices that preserve the local invariance of entities in the

chemogenomic space. WkNNIR [9], a neighborhood method,

recovers possible missing interactions of known drugs (targets)

and predicts interactions for new entities using proximity

information characterized by chemical structure and protein

sequence-based similarities. Apart from computing similarities,

other solutions to describe characteristics of drug structures

and target sequences include utilizing handcrafted molecular

fingerprints and protein descriptors [10, 11], as well as learning

more robust high-level drug and target representations by

graph, recurrent, and transformer neural networks [12, 13, 14].

With the advancement of biological databases, there is a

renewed interest in utilizing various drug and target-related

information retrieved from heterogeneous data sources to

improve the effectiveness of DTI prediction models. Multiple

similarities could be derived and calculated upon diverse types

of drug (target) information, assessing the relation between

drugs (targets) in complementary aspects. There are two

main schemes used by DTI prediction methods to handle

multiple similarities: i) building a prediction model capable

of directly processing multiple similarities, and ii) combining
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multiple similarities into a fused one, and then learning a

prediction model upon the integrated similarities [15, 16, 17].

Approaches following the first strategy jointly learn a linear

combination of multiple similarities and train a prediction

model, which is usually a matrix factorization or kernel-based

model [18, 2, 3]. On the other hand, the second strategy

can shrink the dimension of input space via the similarity

integration procedure, improving the computational efficiency

of prediction models. Furthermore, flexibility is another merit

of the second strategy, since any similarity integration method

and DTI prediction model can be used.

Similarity integration is a crucial step in the second strategy,

which determines the importance and reliability of the input

similarities for the DTI prediction model, and further influences

the accuracy of the predictions. Linear similarity integration

methods accumulate multiple similarity matrices, each of which

is multiplied by a weight value to indicate the importance

of the corresponding similarity view to the DTI prediction

task [2, 19, 17, 16]. However, the linear weights are defined

according to the whole similarity matrices, failing to distinguish

the utility of each similarity view for different entities (drugs

or targets). For example, a drug similarity view is useful

for drugs sharing the same interactivity in proximity, but

is detrimental to others surrounded by neighbors interacting

with different targets. Similarity Network Fusion (SNF) [20],

a non-linear integration method, can enhance the relationships

between drugs that are proximate in multiple views via inter-

view information diffusion. Nevertheless, it completely discards

the supervised interaction information. In DTI prediction, SNF

usually collaborates with similarity selection to remove noisy

and redundant similarity views, but it processes similarity

matrices in a global way, neglecting the entity-wise utility [15,

21].

In addition to calculating multiple similarities, another

way to deal with multi-source biological information is to

construct a heterogeneous DTI network, composed of various

types of entities (nodes) and edges. Network-based methods

learn topology-preserving representations of drugs and targets

via graph embedding approaches to facilitate DTI prediction.

However, they usually conduct embedding generation and

interaction prediction as two independent tasks, failing to fully

exploit supervised interaction information in the embedding

generation step [22, 4]. Deep learning models, especially

graph neural networks, have also been successfully applied to

infer new DTIs from a heterogeneous network due to their

capacity to capture complex underlying information [23, 5, 24,

25]. Although deep learning models have achieved improved

performance, they require larger amounts of training data and

are computationally intensive.

This study focuses on the similarity integration approach,

which preserves crucial information from heterogeneous

sources, i.e., similarity views that can identify drugs (targets)

sharing the same interactivity as similar ones, and provides

more compact and informative drug and target similarity

matrices as input for any similarity-based DTI prediction

model. To tackle the limitations of prevalent similarity fusion

methods in DTI prediction, we propose a Fine-Grained

Selective similarity integration approach (FGS), which uses

an entity-wise weighting strategy to distinguish the utility of

similarity views for each drug and target in both similarity

selection and combination procedures. It defines a local

interaction consistency-based weight matrix to indicate the

importance of each type of similarity to each entity, resolves

zero-weight vectors of known entities with a global vector,and

infers weights for all new entities. In addition, similarity

selection is conducted to filter noisy information at a finer

granularity. FGS follows the linear fusion manner, achieving

comparable computational complexity with other efficient

linear methods. Extensive experimental results under various

settings demonstrate the effectiveness and efficiency of FGS.

Furthermore, a qualitative analysis of the similarity weights

demonstrates the importance of entity-wise utility in similarity

integration. The practical ability of FGS is also confirmed by

verifying newly discovered DTIs.

The rest of this paper is organized as follows. Section 2

defines the problem formulation and briefly reviews existing

similarity integration methods used in DTI prediction. The

proposed FGS is described in Section 3. Experimental

evaluation results and corresponding discussions are given in

Section 4. Finally, Section 5 concludes this work.

Preliminaries

Problem Formulation

DTI Prediction

Let D = {di}ndi=1 be a set of drugs and T = {ti}nti=1 be

a set of targets, where nd and nt are the number of drugs

and targets, respectively. Let {Sd,h}md

h=1 be a drug similarity

matrix set with a cardinality of md, where each element

Sd,h ∈ Rnd×nd . Likewise, {St,h}mt

h=1 is a set containing mt

target similarity matrices, with each entry St,h ∈ Rnt×nt .
The interactions between D and T are represented as a binary

matrix Y ∈ {0, 1}nd×nt , where Yij = 1 if di and tj have

been experimentally verified to interact with each other, and

Yij = 0 if their interaction is unknown. The drugs (targets) that

do not have any known interaction are called new (unknown)

drugs (targets), e.g. di is a new drug if Yi· = 0, where Yi·
is the i-th row of Y. Let Dn = {di|Yi· = 0, di ∈ D} and

Tn = {tj |Y>j· = 0, ti ∈ T} be the sets of new drugs and targets,

respectively. Entities with at least one known interaction are

considered as known drugs or targets.

The DTI prediction model aims to estimate the interaction

scores of unknown drug-target pairs, relying on the side

information of drugs and targets as well as the known

interactions. Those unknown pairs with higher prediction scores

are considered to have potential interactions.

Similarity Integration

The goal of similarity integration is to fuse multiple drug

(target) similarity matrices into one matrix that captures

crucial proximity from diverse aspects and provides more

concise and informative input for DTI prediction models.

Formally, similarity integration defines or learns a mapping

function f : {Rn×n, ...,Rn×n} → Rn×n to derive the

fused similarity matrix, i.e., f
(
{Sd,h}md

h=1

)
→ Sd and

f
(
{St,h}mt

h=1

)
→ St, where Sd ∈ Rnd×nd and St ∈ Rnt×nt

are the fused drug and target similarity matrices, respectively.

Related Work
In this part, we review similarity integration approaches used

in the DTI prediction task, including four linear and two non-

linear methods. A brief introduction of representative DTI

prediction approaches can be found in Supplementary Section

A1.
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Linear Methods

Linear similarity integration combines multiple drug or target

similarities as follows:

S
α

=

mα∑

h=1

w
α
hS

α,h
, α ∈ {d, t}, (1)

where the weight wαh denotes the importance of Sα,h,∑nα
h=1 w

α
h = 1, and the superscript α indicates whether the

similarity integration is conducted for drugs or targets. An

essential component of linear similarity integration methods is

the definition of similarity weights. Considering that both linear

and nonlinear methods usually integrate drug similarities and

target similarities in the same way, we only introduce the drug

similarity integration process for simplicity.

AVE [2] is the most intuitive linear approach that simply

averages multiple similarities by assigning the same weight to

each view:

w
d
h =

1

md

, h = 1, · · · ,md. (2)

AVE treats each similarity view equally and does not

consider interaction information in the integration process. The

complexity of computing the weights of AVE is O(md). The

complexity of linear similarity combination, which is identical

to other linear methods, is O(mdn
2
d).

Kernel Alignment (KA) [19] evaluates the importance of

each similarity matrix, also known as kernel, according to its

alignment with the ideal similarity derived from the interaction

information. Let Zd = YY> be the ideal drug similarity

matrix. The alignment between Sdh and Zd is computed as

follows:

A(S
d,h
,Z

d
) =

〈Sd,h,Zd〉F√
〈Sd,h,Sd,h〉F 〈Zd,Zd〉F

. (3)

where 〈Sd,h,Zd〉F =
∑
i=1

∑
j=1 S

d,h
ij Zdij is the Frobenius inner

product. A higher alignment value indicates that Sd,h is closer

to the ideal one. The weight of each drug similarity matrix in

KA is defined as:

w
d
h =

A(Sd,h,Zd)∑nd
i=1 A(Sd,i,Zd)

, h = 1, · · · ,md. (4)

The fused similarity generated by KA tends to have the utmost

alignment to the ideal similarity. The complexity of the weight

computation in KA is O(mdn
2
d).

Hilbert–Schmidt Independence Criterion (HSIC) [17] based

multiple kernel learning obtains an optimally combined

similarity that maximizes the dependence of the ideal similarity

via a HSIC-based measure, which is defined as:

HSIC(S
d
,Z

d
) =

1

n2
d

tr(S
d
HZ

d
H), (5)

where H = I − ee>/nd, e is the nd-dimensional vector with

all elements being 1, and I ∈ Rnd×nd is an identity matrix. A

larger HSIC value indicates a stronger dependence between the

two input similarity matrices. Based on Eq.(5), HSIC obtains

the optimal integrated similarity by maximizing the following

objective:

max
wd,Sd

1

n2
d

tr(S
d
HZ

d
H) + λ1w

d>
Lw

d
+ λ2||wd||2F

s.t. S
d

=

md∑

h=1

w
d
hS

d,h
,

md∑

h=1

w
d
h = 1,

w
d
h ≥ 0, h = 1, · · · ,md,

(6)

where L = Λ −U, U ∈ Rmd×md stores the alignment between

each pair of drug similarity matrices, e.g., Uij = A(Sd,i,Sd,j),

and Λ = diag(Ue) is a diagonal matrix with row sum of U .

Eq.(6) is a quadratic optimization problem, where the first

term rewards the dependence between Sd and Zd, and the last

two terms favor smooth similarity weights. The complexity of

solving the problem in Eq.(6) is O(mdn
3
d + rm3

d) with r being

the number of iterations.

Motivated by the guilt-by-association principle, Local

Interaction Consistency (LIC) [16] emphasizes the similarity

view in which more proximate drugs or targets have the same

interactions. Let Cd,h ∈ Rnd×nt be the local interaction

consistency matrix of Sd,h. Cd,hij denotes the local interaction

consistency of di for tj under the similarity view Sd,h:

C
d,h
ij =

1
∑
dl∈Nk,h

di

Sd,hil

∑

dl∈Nk,h
di

S
d,h
il JYil = YijK, (7)

where Nk,hdi
denotes the k-nearest neighbors (kNNs) of di

retrieved according to Sd,hi· and J·K is the indicator function.

The local interaction consistency of a whole similarity matrix

is obtained by averaging the Cd,hij of all interacting pairs:

c
d
h =

1

|P1|
∑

(i,j)∈P1

C
d,h
ij , h = 1, · · · ,md, (8)

where P1 = {(i, j)|Yij = 1, i = 1, · · · , nd, j = 1, · · · , nt}.
A higher cdh indicates that similar drugs tend to have the

same interactivity. In LIC, similarity weights are calculated by

normalizing cd:

w
d
h =

cdh∑md

i=1 c
d
i

. (9)

The computational complexity of computing LIC-based weights

is O(md(n2
d + ndk log(k) + |P1|)).

Nonlinear Methods

Similarity Network Fusion (SNF) [20] is a nonlinear method

that iteratively delivers information across diverse similarity

views to converge to a single fused similarity matrix. Given a

similarity matrix Sd,h, its normalized matrix Pd,h ∈ Rnd×nd
that avoids numerical instability and its kNN sparsified matrix

Qd,h ∈ Rnd×nd that preserves the local affinity are defined as

follows:

P
d,h
ij =





Sd,hij

2
∑nd
l=1,l 6=i S

d,h
lj

, if i 6= j

0.5, otherwise

i, j = 1, · · · , nd. (10)

Q
d,h
ij =





Sd,hij∑
dl∈Nk,h

di

Sd,hil
, if dj ∈ Nk,hdi

0, otherwise

i, j = 1, · · · , nd.

(11)
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To merge the information of all similarities, SNF iteratively

updates each similarity matrix using the following rule:

P
d,h

= Q
d,h

(∑md

i=1,i6=h Pd,i

md − 1

)
Q
d,h>

, h = 1, · · · ,md. (12)

Each update of Pd,h produces md parallel interchanging

diffusion processes on md similarity matrices. Once the fusion

process converges or the terminal condition is reached, the final

integrated similarity matrix is calculated as follows:

S
d

=
1

md

md∑

h=1

P
d,h
. (13)

If the two drugs are similar in all views, their similarity will be

augmented in the final matrix and vice versa. The complexity

of SNF, which mainly depends on the iterative update, is

O(rmdn
3
d), where r is the number of iterations.

In DTI prediction, SNF usually collaborates with similarity

selection strategies to integrate only informative similarities.

SNF with Heuristic similarity selection (SNF-H) [15] applies the

fusion process to a set of useful similarities, which are obtained

by filtering less informative similarities with high entropy values

and deleting redundant similarities based on the Euclidean

distance between each pair of matrices. The major weakness of

SNF-H is its ignorance of interaction information. As similarity

selection is much faster than similarity fusion, the complexity

of SNF-H is O(rm′dn
3
d), where m′d is the number of selected

similarities.

SNF with Forward similarity selection (SNF-F) [21]

determines the optimal similarity subset via sequentially adding

similarity matrices in a greedy fashion until no predicting

performance improvement is observed, and then fuses the

selected similarities in a nonlinear manner. Although SNF-

F implicitly utilizes interaction information by choosing

similarities based on the DTI prediction results, this greedy

selection fashion is more time-consuming, because it requires

training one model for each similarity combination candidate.

The complexity of SNF-F is O(m2
dΘ(nd, nt) + r′mdn

3
d), where

Θ(nd, nt) is the complexity of training a DTI prediction model.

Methods

Fine-Grained Selective Similarity Integration
FGS distinguishes the utility of similarities per each drug

(target) and linearly aggregates selected informative similarities

from multiple views at a finer granularity. To distinguish the

different distribution and property of each drug, we define a

fine-grained weight matrix Wd ∈ Rnd×md , with each element

Wd
ih denoting the reliability of similarities regarding di in the

h-th view, i.e., Sd,hi· . Based on Wd, we obtain the integrated

drug similarity matrix Sd, with each row linearly combining the

corresponding weighted similarity vectors:

S
d
i· =

md∑

h=1

W
d
ihS

d,h
i· , i = 1, · · · , nd. (14)

Figure 1 schematically depicts the workflow of FGS. The

procedure of target similarity fusion in FGS is the same as

that of drugs. Therefore, we will mainly describe FGS for drug

similarities.

Initialization. In FGS, the local interaction consistency

is employed to initialize the fine-grained weights due to its

effectiveness in reflecting interaction distributions of proximate

drugs. Specifically, given {Cd,h}md

h=1 defined in Eq.(7), Wd is

initialized by aggregating all local interaction consistencies of

interacting pairs for each drug similarity view:

W
d
ih =

nt∑

j=1

C
d,h
ij Yij , i = 1, · · · , nd, h = 1, · · · ,md. (15)

Zero-Weights Completion for Known Drugs. There

may be some known drugs whose similarity weights are all “0”s,

i.e., Wd
i· = 0. The zero-weight vector indicates that all types of

similarities regarding the corresponding drug are totally useless,

which would lead to an invalid integration. To avoid this issue,

we define a global weight vector vd =
∑nd
i=1 Wd

i· which reflects

the utility of each type of similarity over all drugs, and assign

vd to all drugs associated with zero-valued weight vectors:

W
d
i· = v

d
, if W

d
i· = 0, i = 1, · · · , nd. (16)

Inferring Weights for New Drugs. Since new drugs

lack any known interacting target, their initialized weights,

calculated according to Eq.(15), are all zeros as well. However,

the global weight vector based imputation is not suitable for

new drugs. As different new drugs may have different potential

interactions, assigning a unique weight vector to every new drug

fails to reveal their distinctive properties. In FGS, we extend the

guilt-by-association principle, assuming that similarity weights

of a drug are also approximate to its neighbors. Specifically,

given a new drug dx, we infer its weights by aggregating the

weights of its k nearest known drugs in each similarity view:

W
d
xh =

∑

di∈Nk,h
dx

W
d
ih, dx ∈ Dn, h = i, · · · ,md. (17)

Fine-Grained Similarity Selection. A lower local

interaction consistency indicates that similar drugs usually

interact with different targets, which further implies that noisy

information is possessed by the corresponding similarity view.

To mitigate the influence of noise, we conduct a fine-grained

selective procedure to filter corrupted similarities for each drug

by sparsifying the weight matrix. Specifically, for each row of

Wd, its ρmd smallest weights, whose corresponding similarities

are considered as noisy, are set to 0:

W
d
ih = 0, h ∈ Hi, i = 1, · · · , nd, (18)

where Hi is a set containing indices of the ρmd smallest values

in Wd
i·, and ρ is the filter ratio. Similarities with zero weights

are discarded, while those with non-zero weights are eventually

used to generate the integrated similarity matrix. Different

from existing similarity selective strategies that delete whole

similarity matrices, the selection process in FGS evaluates

similarities at a finer granularity. For each similarity view, FGS

gets rid of noisy similarities for some drugs, while retaining

informative similarities for others. As shown in the step 4 of

Figure 1, the first similarity view is filtered for drugs d1 and

d5, but retained for the rest three drugs.

Normalization. The row-wise normalization is applied to

the fine-grained similarity weight matrix, so as to keep the

range of similarity values unchanged:

W
d
ih =

Wd
ih∑md

h′=1 Wd
ih′
, i = 1, · · · , nd. (19)
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Fig. 1. The workflow of FGS. The input to FGS includes the interaction matrix (Y), drug similarities ({Sd,h}3
h=1), and LIC matrices ({Cd,h}3

h=1)

computed according to Eq.(7). Diagonals of similarity matrices and LIC matrix values corresponding to non-interacting pairs (Yij = 0), which are not

used in FGS, are not shown in the figure for simplicity. We use k = 2 and ρ = 1/3 in this example, and similarity values of each drug’s 2-nearest

neighbors (2NNs) are underlined. The whole procedure of FGS consists of six steps. 1. Initialize weight matrix using Y and {Cd,h}3
h=1. 2. Complete

zero-weights for known drugs (d2). 3. Infer weights for new drugs (d5), where W d
51 is the sum of W d

11 and W d
13 because d1 and d3 are the 2NNs of d5

in the 1st similarity view, and W d
52 (W d

53) is the sum of d3 and d4’s weight for Sd,2 (Sd,3), i.e., W d
32 and W d

42 (W d
33 and W d

43). 4. Select similarities by

setting the smallest value in each row of the weight matrix to zero. 5. Normalize the weight matrix row-wise. 6. Integrate multiple similarities {Sd,h}3
h=1

using fine-grained weight (Wd) to obtain the fused similarity Sd.

The process of fusing multiple drug similarities by FGS

is summarized in Algorithm 1. The procedure of integrating

target similarities with fine-grained weights is achieved in the

same way, except for replacing Yij with Y >ij in Eq.(15) and

substituting superscript d with t in Eq.(14)-(19).

Computational Complexity Analysis
In FGS, the computational complexity of fine-grained weight

initialization, including computing {Cd,h}md

h=1, is equal to

O(md(n2
d + ndk log(k))). The computational costs of zero-

weights imputation for known and new drugs are O(mdnd)

and O(md|Dn|k log(k)), respectively, where |Dn| is the number

of new drugs. The computational complexity of similarity

selection and weight normalization is O(mdnd). Considering

|Dn| < nd, the computational complexity of the fine-

grained weight calculation is O(md(n2
d + ndk log(k))). For

weighted similarity integration, its computational complexity

is O(mdn
2
d), which is the same as other conventional linear

combination approaches using a singular weight value for each

similarity matrix. The overall complexity of FGS is therefore

O(md(n2
d + ndk log(k))).

Overview of Similarity Integration Methods
Table 1 summarizes the characteristics and computational

complexity of the proposed FGS and other similarity

integration methods introduced in Section 2.2.

First, compared with other linear similarity integration

approaches, FGS incorporates similarity selection to filter noisy

information and is aware of the distinctive properties of drugs

(targets) in each similarity view. In addition, the computational

complexity of similarity integration in FGS is the same as other

linear methods, which is linear to the number of similarity views

and quadratic to the number of drugs (targets).

The advantages of FGS over nonlinear methods are twofold.

First, FGS selects similarity at a fine granular perspective,

while the two non-linear methods discard whole similarities

without considering the entity-wise utility of similarity views.

Second, FGS is more computationally efficient than the two

SNF-based approaches, whose computational cost is cubic to

the number of drugs (targets).

Experiments

Dataset
In the experiments, we utilize five benchmark DTI datasets,

including four collected by Yamanishi [26], namely Nuclear

Receptors (NR), G-protein coupled receptors (GPCR), Ion

Channel (IC), and Enzyme (E), and one obtained from [22]

(denoted as Luo). Table 2 summarizes the information of these

datasets. More details on similarity calculations can be found

in Supplementary Section A2.

Yamanishi datasets only contain interactions discovered

before they were constructed (in 2007). Therefore, we

update them by adding newly discovered DTIs recorded in

the up-to-date version of KEGG, DrugBank, and ChEMBL

databases [27]. There are 175, 1350, 3201, and 4640 interactions

in the updated NR, GPCR, IC, and E datasets. Nine drug and

nine target similarities from [2] are used to describe the drug

and target relations in various aspects. Six drug similarities

are constructed based on chemical structure (CS) with various

metrics, while the other three are derived from drug side

effects (SE). Seven target similarities are calculated based on

protein amino-acid sequence (AAS) using different similarity

assessments, while the other two are obtained from Gene
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Algorithm 1: Integrating multiple drug similarities by

FGS

input : Y , D, {Sd,h}mdh=1, ρ, k

output: Sd

1 Sd ← 0 ;

2 Compute Cd via Eq.(7);

3 Find new drug set Dn = {di|Yi· = 0, di ∈ D} ;

4 for i← 1 to nd do /* Initilization */

5 for h← 1 to md do

6 Wd
ih =

∑nt
j=1 C

d,h
ij Yij ; /* Eq.(15) */

7 Compute global weight vector vd =
∑nd
i=1 Wd

i· ;

8 foreach di ∈ D/Dn do /* Compelete zero-weights for

konwn drugs */

9 if Wd
i· = 0 then

10 Wd
i· ← vd ; /* Eq. (16)) */

11 foreach dx ∈ Dn do /* Infer weights for new drugs */

12 for h← 1 to md do

13 Wd
xh ←

∑
di∈N

k,h
dx

Wd
ih ; /* Eq.(17) */

14 for i← 1 to nd do /* Select similarity */

15 Hi ← indices of the ρmd smallest values in Wd
i· ;

16 foreach h ∈ Hi do

17 Wd
ih ← 0 ; /* Eq.(18)) */

18 for i← 1 to nd do /* Normalize weights */

19 s←∑md
h′=1

Wd
ih′ ;

20 for h← 1 to md do

21 Wd
ih = Wd

ih/s ; /* Eq.(19)) */

22 for i← 1 to nd do /* Integrate similarity */

23 Sdi· ←
∑md
h=1W

d
ihSd,hi· ; /* Eq.(14)) */

Ontology (GO) terms and protein-protein interactions (PPI),

respectively.

Luo dataset includes 1923 DTIs obtained from DrugBank

3.0. The similarities of the Luo dataset are obtained from [22].

Specifically, four types of drug similarity are computed based

on CS, drug-drug interactions (DDI), SE, and drug-disease

associations (DIA). Three kinds of target similarities are

derived from AAS, PPI, and target-disease associations (TIA).

Experiment Setup
In the empirical study, we first compare the proposed FGS with

six similarity integration methods, namely AVE [2], KA [19],

HSIC [17], LIC [16], SNF-H [15], and SNF-F [21]. The

similarity integration method needs to collaborate with a DTI

prediction model to infer unseen interactions. Therefore, we

employ five DTI prediction approaches, including WKNNIR [9],

NRLMF [8], GRMF [7], BRDTI [28], and DLapRLS [17], as

base models of similarity integration methods. Each base model

is trained on the fused drug and target similarities generated

by each similarity integration method. Within each base model,

better prediction performance indicates the superiority of the

corresponding similarity integration approach.

In addition, we further compare FGS, which collaborates

with well-performing base models, with state-of-the-art DTI

prediction models that can directly handle heterogeneous

information. Specifically, the competitors include four

traditional machine learning-based approaches (MSCMF [18],

KRLSMKL [2], MKTCMF [3], and NEDTP [4]) and four deep

learning models (NeoDTI [23], DTIP [5], DCFME [24], and

SupDTI [25]).

To verify the effectiveness of our method, three more

challenging prediction settings that estimate interactions for

new drugs and/or new targets are considered. Three types of

cross validation (CV) are utilized accordingly [29]:

• CVSd: 10-fold CV on drugs to predict DTIs between new

drugs and known targets, where one drug fold is split as a

test set.

• CVSt: 10-fold CV on targets to predict DTIs between known

drugs and new targets, where one target fold is split as a

test set.

• CVSdt: 3 × 3-fold CV on both drugs and targets to infer

DTIs between new drugs and new targets, where one drug

fold and one target fold are split as a test set.

Area under the precision-recall curve (AUPR) and the

receiver operating characteristic curve (AUC) are employed as

evaluation metrics. In FGS, we set k = 5 for all datasets. The

filter ratio ρ is set as 0.5 for Yamanishi datasets. For the Luo

dataset, ρ = 0.2 in CVSd and CVSdt and ρ = 0.7 in CVSt. The

hyperparameters of comparing similarity integration methods,

DTI prediction models, and base prediction models are set

based on the suggestions in the respective articles or chosen

by grid search (see Supplementary Table A1 and Section A3).

FGS vs. Similarity Integration Methods
Table 3 summarizes the average ranks of FGS and the six

similarity integration competitors with the five base prediction

models. Detailed results can be found in Supplementary

Tables A2–A7. FGS achieves the best average rank under

all prediction settings in terms of both AUPR and AUC.

Furthermore, as shown in Table 4, FGS achieves statistically

significant improvement over all competitors under all three

prediction settings, according to the Wilcoxon signed-rank

test with Bergman-Hommel’s correction [30] at 5% level. This

demonstrates the effectiveness of the selective fine-grained

weighting scheme in FGS. LIC and SNF-F are the second and

third methods. Although LIC also relies on local interaction

consistency-based weights, it does not include fine-grained

similarity weighting and selection. SNF-F is outperformed by

FGS, mainly because its global similarity selection can not

exploit the utility of similarity views for individual drugs

and targets. The following two methods, KA and HSIC,

do not remove noisy information and do not exploit the

entity-wise similarity utility. AVE and SNF-F are the two

worst approaches, since they totally ignore any interaction

information, which is vital in the DTI prediction task.

Figure 2 shows the runtime of FGS and other baselines for

integrating drug and target similarities of the E dataset. AVE

and KA are the two fastest methods due to their efficient linear

fusion strategy. LIC and the proposed FGS are slower than

the top two, because they search kNNs to calculate the local

interaction consistency. The nonlinear approach, SNF-H, which

has a cubic computational complexity w.r.t. the drug (target)

size, is the fifth. HSIC requires solving a quadratic optimization

problem, which leads to the most time-consuming integration

procedure.

We further examine the robustness of FGS w.r.t. the

variation of base model hyperparameters as well as the test

set without homologous drugs, and analyze the sensitivity of

hyperparameters in FGS. See Supplementary Section A4.2,

A4.3 and A4.4 for more details.
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Table 1. Summarization of Similarity Integration Approaches

Method Type Supervised
Capturing entity-wise utility Computational complexity

Similarity selection Similarity integration Weight calculation Similarity integration

AVE [2] Linear 7 - 7 O(md). O(mdn
2
d)

KA [19] Linear 3 - 7 O(mdn
2
d) O(mdn

2
d)

HSIC [17] Linear 3 - 7 O(mdn
3
d + rm3

d) O(mdn
2
d)

LIC [16] Linear 3 - 7 O(md(n2
d + ndk log(k) + |P1|)) O(mdn

2
d)

SNF-H [15] Non-linear 7 7 3 - O(rm′dn
3
d)

SNF-F [21] Non-linear 3 7 3 - O(m2
dΘ(nd, nt) + rm′dn

3
d)

FGS (ours) Linear 3 3 3 O(md(n2
d + ndk log(k))) O(mdn

2
d)

Table 2. Characteristic of DTI datasets, where different colors denotes similarities derived from data diverse sources

Dataset NR GPCR IC E Luo

Drug 54 223 210 445 708

Target 26 95 204 664 1512

Interaction 166 1096 2331 4256 1923

Sparsity 0.118 0.052 0.054 0.014 0.002

Drug Similarity

(Source) ‡
SIMCOMP, LAMBDA, MARG, MINMAX, SPEC, TAN (CS);

AERS-b, AERS-f, SIDER (SE)

TAN (CS), DDI,

DIA, SE

Target Similarity

(Source)§
SW, MIS-k3m1, MIS-k4m1, MIS-k3m2, MIS-k4m2, SPEC-k3, SPEC-k4 (AAS);

PPI; GO

SW (AAS), PPI,

TIA

‡ CS: chemical structure, SE: drug side effect, DDI: drug-drug interaction, DIA: drug-disease association

§ AAS: amino-acid sequence, PPI: protein-protein interaction, GO: Gene Ontology annotation, TIA: target-disease association

Table 3. Average ranks of similarity integration methods under

three prediction settings

Metric Setting AVE KA HSIC LIC SNF-H SNF-F FGS

AUPR

CVSd 5.3 4.7 4.4 2.52 6.68 3.2 1.2

CVSt 5.26 4.14 4.8 2.9 5.04 3.92 1.94

CVSdt 5.3 4.9 4.8 2.44 6.92 2.24 1.4

Summary 5.29 4.58 4.67 2.62 6.21 3.12 1.51

AUC

CVSd 4.98 4.65 4.48 2.73 6.85 2.78 1.55

CVSt 4.43 4.45 4.08 3.3 5.73 3.48 2.55

CVSdt 5.38 4.83 4.8 2.8 6.25 2.5 1.45

Summary 4.93 4.64 4.45 2.94 6.28 2.92 1.85

Table 4. P-values of Wilcoxon signed-rank test with Bergman-

Hommel’s correction at 5% level for similarity integration methods

under each prediction setting, where p-values less than 0.05 are

highlighted by bold to indicate that FGS achieves statistically

significant improvement over the corresponding competitor

Metric Setting AVE KA HSIC LIC SNF-H SNF-F

AUPR

CVSd 1.3e-4 1.3e-4 1.3e-4 1.3e-4 1.3e-4 1.3e-4

CVSt 2.4e-4 5.0e-4 2.4e-4 6.9e-4 4.8e-3 4.8e-2

CVSdt 1.3e-4 1.3e-4 1.3e-4 2.6e-4 1.3e-4 7.7e-3

AUC

CVSd 1.3e-4 1.3e-4 1.3e-4 5.2e-4 1.3e-4 5.3e-4

CVSt 5.9e-3 4.7e-3 5.9e-3 9.7e-3 3.8e-4 3.9e-2

CVSdt 1.3e-4 1.3e-4 1.3e-4 1.4e-4 1.3e-4 2.6e-2

FGS with Base Models vs. DTI Prediction Models
In this part, we first compare the proposed FGS combined

with WkNNRI, denoted as FGSWkNNRI, with four traditional

machine learning-based DTI prediction methods, namely

MSCMF, KRLSMKL, MKTCMF, and NEDTP, that can

directly handle multiple types of similarities. The AUPR and

AUC results in three prediction settings are shown in Table

5 and 6, respectively. FGSWkNNRI is the best method and

significantly outperforms all competitors, according to the

Wilcoxon signed-rank statistical test with Bergman-Hommel on

the results of all prediction settings. This demonstrates the

Fig. 2. Runtime of similarity integration methods on E dataset

effectiveness of the proposed fine-grained selective similarity

fusion manner to extract vital information from multiple

similarities. There are some cases, e.g., the Luo dataset in

CVSd and CVSt and the NR dataset in CVSdt, where AUC

results of FGS are slightly lower than the corresponding best

comparison method (NEDTP, KronRLSMKL, and MKTCMF).

Nevertheless, in these cases, the three competitors perform

much worse than FGS in AUPR, which is more informative

in assessing a model under the extremely sparse interaction

distribution.

Furthermore, FGS is compared with four deep learning

based DTI prediction models, including NeoDTI, DTIP,

DCFME, and SupDTI. These four deep learning competitors,

inferring new DTIs by mining heterogeneous networks, can

only handle the Luo dataset, which could be formulated as

a heterogeneous DTI network containing four types of nodes

(drugs, targets, diseases, and side effects). Besides, considering

that the four deep learning competitors mainly focus on

predicting new DTIs between known drugs and known targets,
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Table 5. AUPR Results of FGS with WkNNRI and traditional

machine learning based competitors

Setting Dataset MSCMF KRLSMKL MKTCMF NEDTP FGSWkNNRI

CVSd

NR 0.44(4) 0.474(3) 0.415(5) 0.486(2) 0.551(1)

GPCR 0.46(2) 0.302(5) 0.417(4) 0.451(3) 0.547(1)

IC 0.408(2) 0.236(5) 0.337(4) 0.407(3) 0.486(1)

E 0.231(4) 0.208(5) 0.256(3) 0.33(2) 0.418(1)

Luo 0.371(4) 0.452(3) 0.485(2) 0.077(5) 0.49(1)

AveRank 3.2 4.2 3.6 3 1

CVSt

NR 0.466(4) 0.497(2) 0.49(3) 0.375(5) 0.565(1)

GPCR 0.583(4) 0.579(5) 0.726(2) 0.684(3) 0.776(1)

IC 0.781(4) 0.744(5) 0.849(2) 0.8(3) 0.855(1)

E 0.574(4) 0.464(5) 0.708(2) 0.615(3) 0.725(1)

Luo 0.08(4) 0.21(3) 0.248(2) 0.046(5) 0.459(1)

AveRank 4 4 2.2 3.8 1

CVSdt

NR 0.228(3) 0.191(4) 0.242(2) 0.16(5) 0.251(1)

GPCR 0.284(3) 0.239(5) 0.248(4) 0.29(2) 0.389(1)

IC 0.232(3) 0.131(5) 0.199(4) 0.251(2) 0.339(1)

E 0.1(3) 0.091(4) 0.084(5) 0.112(2) 0.241(1)

Luo 0.018(5) 0.125(3) 0.129(2) 0.03(4) 0.203(1)

AveRank 3.4 4.2 3.4 3 1

Summary 3.53 4.13 3.07 3.27 1

p-value 3.2e-3 3.2e-3 3.2e-3 3.2e-3 -

Table 6. AUC Results of FGS with WkNNRI and traditional

machine learning based competitors

Setting Dataset MSCMF KRLSMKL MKTCMF NEDTP FGSWkNNRI

CVSd

NR 0.779(5) 0.787(2) 0.785(4) 0.786(3) 0.825(1)

GPCR 0.884(3) 0.839(5) 0.855(4) 0.885(2) 0.911(1)

IC 0.795(2) 0.767(4) 0.764(5) 0.794(3) 0.863(1)

E 0.75(5) 0.819(3) 0.763(4) 0.837(2) 0.875(1)

Luo 0.897(3) 0.855(5) 0.89(4) 0.907(1) 0.905(2)

AveRank 3.6 3.8 4.2 2.2 1.2

CVSt

NR 0.755(4) 0.759(3) 0.776(2) 0.726(5) 0.817(1)

GPCR 0.891(4) 0.889(5) 0.916(3) 0.918(2) 0.95(1)

IC 0.941(3) 0.935(5) 0.948(2) 0.939(4) 0.958(1)

E 0.902(3.5) 0.897(5) 0.902(3.5) 0.918(2) 0.933(1)

Luo 0.826(5) 0.9(1) 0.841(4) 0.86(3) 0.862(2)

AveRank 3.9 3.8 2.9 3.2 1.2

CVSdt

NR 0.581(3) 0.552(4) 0.616(1) 0.548(5) 0.603(2)

GPCR 0.814(3) 0.792(4) 0.729(5) 0.816(2) 0.869(1)

IC 0.701(3) 0.637(5) 0.65(4) 0.702(2) 0.768(1)

E 0.742(4) 0.754(2) 0.619(5) 0.744(3) 0.821(1)

Luo 0.752(4) 0.795(3) 0.671(5) 0.822(2) 0.862(1)

AveRank 3.4 3.6 4 2.8 1.2

Summary 3.63 3.73 3.7 2.73 1.2

p-value 3.2e-3 3.2e-3 3.2e-3 3.2e-3 -

we utilize the 10-fold CVs on drug-target pairs, named CVSp, to

simulate this prediction setting. GRMF and NRLMF that can

be applied to CVSp are used as the base model of FGS. As the

results shown in Table 7, FGSGRMF and FGSNRLMF are the top

two methods in terms of AUPR, which achieve 6.7% and 2.5%

improvement over the best baseline (DCFME). DTIP attains

the best AUC result, followed by FGSGRMF and FGSNRLMF

that are 4.4% and 2.8% lower. However, DTIP suffers a huge

decline in AUPR, indicating that it heavily emphasizes the AUC

results at the expense of a decrease in AUPR.

Overall, the comparison with various state-of-the-art DTI

prediction models under different prediction settings confirms

the superiority of FGS.

Table 7. Results of FGS with GRMF and NRLMF and deep

learning competitors on Luo dataset under CVSp

Metric NeoDTI DTIP DCFME SupDTI FGSGRMF FGSNRLMF

AUPR 0.573(5) 0.399(6) 0.596(3) 0.585(4) 0.639(1) 0.611(2)

AUC 0.921(6) 0.981(1) 0.936(4) 0.933(5) 0.939(3) 0.954(2)

Investigation of Similarity Weights
Similarity weights play a vital role in the linear similarity

integration method, determining the contribution of each view

to the final fused similarity space. Hence, we further investigate

drug similarity weights on the GPCR dataset generated by FGS

and four linear methods.

As shown in Figure 3, AVE assigns equal weight to each

type of similarity. KA increases the importance of CS-based

similarities. HSIC considers SIMCOMP, LAMBDA, MARG,

and AERS-b similarities more informative than others. LIC

emphasizes SIMCOMP and three SE-based similarities. All four

above methods do not discard any noisy similarity, i.e., all

weights are non-zero. FGS produces different weight vectors for

each drug, so two representative drugs in the GPCR dataset,

namely D00559 (pramipexole) and D00607 (guanadrel), are

considered in this case study.

Pramipexole, a commonly used Parkinson’s disease (PD)

medication, interacts with three types of dopaminergic

receptors, e.g., DRD2, DRD3, and DRD4, whose genetic

polymorphisms are potential determinants of PD development,

symptoms, and treatment response [31]. D00059 (levodopa),

which also interacts with dopaminergic receptors, could be

combined with pramipexole to relief the symptoms in PD

[32, 33]. The two drugs frequently coexist in reported adverse

events, resulting in larger AERS-f and AERS-b similarities.

Nevertheless, their chemical structures are discrepant, since

they do not share many common substructures. Pramipexole

(Figure 4 (a)) is a member of the class of benzothiazoles

(C7H5NS) in which the hydrogens at the 2 and 6-pro-S-

positions are substituted by amino (−NH2) and propylamino

groups (C3H9N), respectively. While levodopa (Figure 4

(b)) is a hydroxyphenylalanine (C9H11NO3) carrying hydroxy

substituents (−OH) at positions 3 and 4 of the benzene

ring. Therefore, for pramipexole, FGS assigns higher weights

to SE-based similarities that are more reliable in identifying

drugs interacting with the same targets as pramipexole (e.g.,

levodopa), and treats most CS-based ones as noise.

Guanadrel is an antihypertensive that inhibits the release

of norepinephrine from the sympathetic nervous system to

suppress the responses mediated by alpha-adrenergic receptors,

leading to the relaxation of blood vessels and the improvement

of blood circulation [34, 35]. D02237 (guanethidine), another

medication to treat hypertension, is pharmacologically and

structurally similar to guanadrel, which also interacts with

alpha-adrenergic receptors and is identified as the most similar

drug to guanadrel based on the SIMCOMP similarity. As

shown in Figure 4 (c) and (d), both of them include guanidine

(CH5N3). On the other hand, the side effects of guanadrel

and guanethidine are not included in the SIDER database and

are merely recorded in AERS, causing the invalidity of SE-

based similarities. Therefore, when it comes to guanadrel, FGS

emphasizes CS-based similarities and discards all SE-based

ones.

Compared with other linear integration methods, FGS not

only distinguishes the importance of similarities for each drug
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Fig. 3. Drug similarity weights for the GPCR dataset. Various red and blue bars denote the weights of different chemical structure (CS) and side effect

(SE)-based similarities, respectively.

based on the corresponding pharmacological properties, but

also diminishes the influence of noisy similarities.

(a) pramipexole (b) levodopa

(c) guanadrel (d) guanethidine

Fig. 4. Chemical structures of pramipexole, levodopa, guanadrel, and

guanethidine.

Discovery of New DTIs
We check the validity of novel DTIs discovered by FGS from

the Luo dataset. Specifically, we leverage 10-fold CVs on non-

interacting pairs, i.e., using all interacting pairs and nine folds

of non-interacting pairs as the training set, and leaving the

remaining non-interacting fold as the test set. The top 10

non-interacting pairs with the highest prediction scores across

all ten folds are considered new interacting candidates. Table

8 lists the new DTIs found by FGSGRMF and FGSNRLMF,

along with their supportive evidence retrieved from DrugBank

(DB) [36] and DrugCentral (DC) [37] databases. There are 18

out of 20 new interactions confirmed by at least one database,

which is comparable to other similarity integration methods

(Supplementary Table A10), demonstrating the effectiveness of

FGS in trustworthy new DTI discovery. In addition, compared

with new DTIs predicted by other similarity integration

methods (Supplementary Tables A8–A9), there are three novel

DTIs (bold ones in Table 8) only discovered by FGS, including

two unverified ones.

For the two drug-target pairs (DB01273-Q15822 and

DB01186-P34969) that have not been recorded in the

databases, we check their binding affinities by conducting

docking simulations with PyRx1. The 2D and 3D visualizations

of docking interactions of DB01273 with Q15822 and DB01186

with P34969, produced by Discovery Studio2, are shown in

Figure 5 and Supplementary Figure A6. The binding energy

between DB01273 and Q15822 is -8.9 kcal\mol. DB01273 binds

with Q15822 by forming a Pi-alkyl bond with Lys104, an

attractive charge and a carbon hydrogen bond with Glu80, and

Van der Waals bonds with nine amino acid residues. DB01273

(varenicline) is a medicine for smoking cessation via partial

agonists at nicotinic acetylcholine receptors, which is more

likely to interact with Q15822 (CHRNA2, alpha-2 subtype

of neuronal acetylcholine receptor). Regarding DB01186 and

P34969, 13 residues of P34969 are involved in Van der

Waals interactions, five residues are bonded to DB01186

through Pi-alkyl or alkyl interactions, and Met193 is also

linked with the ligand through carbon hydrogen interaction,

which results in the binding score of -7.2 kcal\mol. DB01186

(pergolide), a treatment for Parkinson’s Disease, interacts with

5-hydroxytryptamine receptors (HTR1A, HTR2B, HTR1D,

etc.) that have similar function (serotonin receptor activity)

with P34969 (HTR7). The docking results of two drug-target

pairs indicate that their potential interactions are reliable.

Conclusion

This paper proposed FGS, a fine-grained selective similarity

integration approach, to produce more compact and beneficial

inputs for DTI prediction models via entity-wise utility-

aware similarity selection and fusion. We conducted extensive

experiments under various DTI prediction settings, and the

results demonstrate the superiority of FGS to the state-of-the-

art similarity integration methods and DTI prediction models

with the cooperation of simple base models. Furthermore, the

case studies verify the importance of the fine-grained similarity

weighting scheme and the practical ability of FGS to assist

prediction models in discovering reliable new DTIs.

In the future, we plan to extend our work to handle

heterogeneous information from multi-modal views, i.e., drug

1 https://pyrx.sourceforge.io/
2 https://discover.3ds.com/discovery-studio-visualizer-

download
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Table 8. Top 10 new DTIs discovered by FGSGRMF and FGSNRLMF from the Luo dataset

Rank
FGSGRMF FGSNRLMF

Drug ID Drug Name Target ID Target Name Database Drug ID Drug Name Target ID Target Name Database

1 DB00829 Diazepam P48169 GABRA4 DB DB00829 Diazepam P48169 GABRA4 DB

2 DB01215 Estazolam P48169 GABRA4 DB DB01215 Estazolam P48169 GABRA4 DB

3 DB00363 Clozapine P21918 DRD5 DC DB00363 Clozapine P21918 DRD5 DC

4 DB00734 Risperidone P28222 HTR1B DC DB06216 Asenapine P21918 DRD5 DC

5 DB06800 Methylnaltrexone P41143 OPRD1 DC DB06216 Asenapine P28221 HTR1D DC

6 DB00652 Pentazocine P41143 OPRD1 DC DB00696 Ergotamine P08908 HTR1A DB, DC

7 DB06216 Asenapine P21918 DRD5 DC DB00543 Amoxapine P28223 HTR2A DB, DC

8 DB00333 Methadone P41145 OPRK1 DC DB00652 Pentazocine P41143 OPRD1 DC

9 DB06216 Asenapine P28221 HTR1D DC DB01273 Varenicline Q15822 CHRNA2 -

10 DB00734 Risperidone P21918 DRD5 DC DB01186 Pergolide P34969 HTR7 -

(a) DB01273 (varenicline)-Q15822 (CHRNA2) (b) DB01186 (pergolide)-P34969 (HTR7)
Fig. 5. 2D visualization of docking results

and target information in different formats, such as drug

chemical structure graphs, target genomic sequences, textual

descriptions from scientific literature, and vectorized feature

representations.

Key Points:

• FGS is an entity-wise utility-aware similarity integration

approach that generates a reliable fused similarity matrix

for any DTI prediction model by capturing crucial

information and removing noisy similarities at a finer

granularity.

• Extensive experimental studies on five public DTI

datasets demonstrate the effectiveness of FGS.

• Case studies further exemplify that the fine-grained

similarity weighting scheme used in FGS is more suitable

than conventional ones for DTI prediction with multiple

similarities.

Data and Code availability

The source code and data of this work can be found at

https://github.com/Nanfeizhilu/FGS DTI Predition
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A1 Base and Comparing DTI Prediction Models

In this part, we review representative DTI prediction approaches, all of which are employed in our
empirical study as either a base model or a comparing method. Those methods are categorized into
three groups according to their required input format and used machine learning technique.

1) Traditional machine learning technique-based DTI prediction methods that can handle a single
type of drug and target similarities only:

• WkNNIR [1] is a neighborhood method that recovers potential missing interactions and predicts
new DTIs based on the interaction information of proximate known drugs and targets.

• NRLMF [2] is a matrix factorization model, which employs a weighted logistic loss function to
emphasize the importance of the minority interacting data, and applies neighborhood regularization
on drug and target similarities to preserve the local invariance of the learned latent feature space.

• GRMF [3], another matrix factorization approach, performs graph regularization on latent features
to learn a manifold for label propagation in drug and target spaces, and incorporates a neighborhood
based interaction recovery procedure to mitigate the inaccuracy of the supervised information caused
by possible undetected interactions.

• BRDTI [4] is a ranking method, which learns an interaction value based ideal target sequence for
each drug and utilizes the content alignment based regularization to capture structural similarities
of drugs and targets.

• DLapRLS [5] is a kernel classifier that incorporates both drug and target similarity spaces into the
graph regularized least squares (RLS) framework, which can be solved by an efficient alternating
least squares algorithm.

These five approaches in Group 1 are the base models of similarity integration methods, leveraging
the fused drug and target similarity matrices produced by a similarity integration method as input.

2) Traditional machine learning technique based DTI prediction methods that can process multiple
types of drug and target similarities:

• MSCMF [6] is a matrix factorization model that learns two low-rank features that align to linear
combinations of multiple drug and target similarities derived from diverse data sources, respectively.

• KRLSMKL [7] is a kernel model that unifies linear multiple kernel fusion and Kronecker kernel
based RLS classifier training in one optimization objective.

• MKTCMF [8] is a DTI prediction method that incorporates both multiple kernel learning and
triple collaborative matrix factorization int a uniform optimization framework.
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• NEDTP [9] is a network embedding based model, which generates drug and target embeddings using
a Node2Vec model with random walks sampled from diverse drug and target related sub-networks,
and trains a Gradient Boosting Decision Tree classifier using the binary dataset constructed upon
the learned embeddings to predict new interactions.

3) Deep Learning DTI prediction models that typically works on the heterogeneous DTI network:

• NeoDTI [10] implements a graph convolution architecture to leverage information from multiple
heterogeneous sources and conducts the network reconstruction to discover new DTIs.

• DTIP [11] uses a feature-level attention mechanism to extract fine-grained information for drug,
target, and disease nodes. It also conducts random walk with restart in the heterogeneous network
to acquire node sequences, which are processed by a Bi-GRU based model with attention mechanism
to generate the drug and target embeddings.

• DCFME [12] leverages CNN and MLP to learn drug and target features that capture both global/local
and deep representations of drug-target couplings, and employs the focal loss to emphasize the hard
examples during the training procedure.

• SupDTI [13], a deep learning DTI prediction framework enhanced by the self-supervised learning
strategy, incorporates a contrastive learning and a generative learning modules to improve the global
and local node-level agreement of learned embeddings in the heterogeneous DTI network.

The eight DTI prediction models in Groups 2 and 3, which can handle input information from multiple
data sources, are considered as the competitors of our FGS method collaborating with base models.

A2 Similarities

A2.1 Updated Golden Standard Datasets

Following [7], we leverage different characteristics or profiles to compute nine drug similarities. SIM-
COMP similarity is obtained by using SIMCOMP algorithm to assess the ratio of common substruc-
tures between two drugs based on their chemical graphs [14]. In addition, we also compute other five
chemical structure based similarities using various graph kernels, namely LAMBDA (the Lambda-k
kernel) [15], MARG (the Marginalized kernel) [16], MINMAX (the MINMAX kernel) [15], SPEC
(the Spectrum kernel) [17] and TAN (the Tanimoto kernel) [17]. Furthermore, we retrieve three kinds
of side effect profiles to describe the pharmacological properties of drugs, and compute the weighted
cosine correlation coefficient between associated profiles for each drug pair to obtain three side effects
based drug similarities. Specifically, for AERS-f and AERS-b similarities, each drug is described by
a profile (vector) that records the frequency and presence of side effect keywords in the adverse event
reports system (AERS) [18], respectively. For SIDER similarity, each drug is represented by a binary
profile that reports its verified side effects from the SIDER database [19].

We compute nine target similarities derived from various sources to describe the relation between
targets in multi-aspects [7]. Seven measurements are used to obtain different target similarities based
on the amino-acid protein sequence, including SW (normalized Smith-Waterman scores), MIS-k3m1,
MIS-k4m1, MIS-k3m2, MIS-k4m2 (four Mismatch kernels with different parameterization, e.g.,
k = 3 and m = 1, k = 4 and m = 1, etc., where k is the mers (subsequence) length and m is the
number of maximal mismatches per k-mer) [20], SPEC-k3 and SPEC-k4 (two Spectrum kernels
with length of mers k being 3 and 4 respectively) [21]. GO similarity reflects the functional semantic
likeness between targets, where the gene ontology term annotation profiles of targets are retrieved from
the BioMART database [22], and the semantic similarity scores between annotations of two targets are
computed using the Resnik algorithm [23]. PPI similarity indicates the shortest distance between two
target proteins in the human protein-protein network (PPI) retrieved from the BioGRID database [24].

A2.2 Luo Dataset

The Luo dataset is originally formulated as a heterogeneous network that contains four types of nodes
(i.e., drugs, targets (proteins), diseases and side effects) and six types of edges (i.e., DTIs, drug–drug
interactions, drug–disease associations, drug–side effect associations, target–disease associations and
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target-target interactions). Drug-target interactions and drug-drug interactions are extracted from
DrugBank3.0 [25]. SIDER (version 2) [19] provides drug side effects associations. Target–target
interactions are obtained from HPRD database (Release 9) [26]. Drug–disease and target–disease
associations are downloaded from Comparative Toxicogenomics Database [27].

We construct four types of drug similarities based on the chemical structure and associations /inter-
actions embedded in the heterogeneous network constructed by Luo. Similar with Yaminish’s datasets,
TAN assesses the common chemical sub-structure of two drugs using the Tanimoto kernel [17]. For
DDI (drug-drug interaction), DIA (drug-disease association) and SE (drug-side effect association)
similarities, the similarity value between two drugs is computed as the Jaccard coefficient of their
interacting/associating entity sets. For example, given two drugs di and dj , as well as their associated
disease set DIi and DIj , the drug–disease association based similarity between di and dj is computed
as:

SDI
ij =

|DIi ∩DIj |
|DIi ∪DIj |

(1)

We construct three kinds of target similarities based on the target sequence and target-related
network topology. SW similarity uses the normalized Smith-Waterman score to assess the similarity
between two target sequences. For PPI (protein-protein interaction, which is equivalent to target-
target interaction) and TIA (target-disease association) similarities, the similarity value between two
targets is defined as the Jaccard coefficient of their interacting/associating entity sets, which is the
same as drug interaction/association based similarities.

A3 Hyperparameter Settings

The hyperparameters of comparing methods, including similarity integration and DTI prediction ap-
proaches, and base models used in our experiments are listed in Supplementary Table A1. Their
hyperparameters are either set as a fixed value according to the suggestions in the respective papers or
tuned by using the grid search. As the example of GRMF, η = 0.7 indicates that a fixed value is used
for this parameter, and 0.7 is suggested by the corresponding paper [3]. On the other hand, r, another
hyperparameter in GRMF, is set as the optimal value (to achieve the best prediction performance,
e.g., the sum of AUC and AUPR result) chosen from {50, 100}. For a method with more than one
hyperparameter to be tuned, all hyperparameter value combinations are used as searching candidates.
For example, GRMF needs to tune four hyperparameters, including r with two values, λl, λd, and λt
with four values, so the number of hyperparameter setting candidates is 2× 4× 4× 4 = 128.

Supplementary Table A1: Hyperparameter Settings for Comparing Methods and Base Models

Category Method Hyperparameter Settings

Similarity
Integration
Baselines

AVE -
KA -

HSIC v1, v2 ∈ {2−1, 2−2, 2−3, 2−4}
LIC k = 5

SNF-H k = 5, #iters = 2, α = 1, c1 = 0.7, c2 = 0.6
SNF-F k = 5, #iters = 2, α = 1

Base
Models

WkNNIR k ∈ {1, 2, 3, 5, 7, 9}, η ∈ {0.1, 0.2, 0.3. . . 1.0}
DLapRLS λd, λt ∈ {0.9, 0.95, 1.0}, u ∈ {0.9, 1.0, 1.1}

GRMF η = 0.7, k = 5, r ∈ {50, 100}, λd, λtλr ∈ {2−4, 2−2, 20, 22}
NRLMF c=5, k1 = k2 = 5, θ = 0.1, r ∈ {50, 100} , λd, λt, α, β ∈ {2−4, 2−2, 20, 22}
BRDTI k = 5, r ∈ {50, 100} , λr = {0.01, 0.05, 0.1, 0.3}, λc = {0.05, 0.1, 0.5, 0.9}

DTI
Prediction

Competitors

MSCMF r ∈ {50, 100}, λl, λd, λt ∈ {2−4, 2−2, 20, 22}, λw ∈ {21, 23, 25, 27, 29}
KRLSMKL λ ∈ {2−15, 2−10, 2−5, 20, 25, 210, 215, 220, 225, 230}, σ ∈ {0, 0.25, 0.5, 0.75, 1}
MKTCMF λΘ, λl, λd, λt, λβ ∈ {0.5, 1}, rd ∈ {53, 200, 300}, rt ∈ {21, 80, 200, 300}
NEDTP p = 1, q = 3, k = 4, #walk = 8, walk length = 80, r ∈ {50, 100}, #iter = 3000
NeoDTI learning rate = 10−4, d ∈ {256, 512, 1024}, k ∈ {256, 512, 1024}
DTIP kernel size = 2× 2, stride = 1, #filters = 16 & 32

DCFME γ = 2, ind = 256, outd = 64, k = 256

SupDTI
λl2 ∈ {1, 2, 3, 4}e− 2, λj ∈ {0.05, 0.1, 0.5, 1, 1.5}, λc ∈ {0.1, 0.5, 1, 1.5},

λgen ∈ {0.1, 0.2, 0.5, 1, 1.5}, λc ∈ {0.05, 0.1, 0.2, 0.5, 1}
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A4 Supplementary Results

A4.1 Detailed Results for Comparison of FGS with Similarity Integration
Methods

Supplementary Table A2: Detailed AUPR Results in CVSd

Base model Dataset AVE KA HSIC LIC SNF-H SNF-F FGS

WkNNRI

NR 0.417 0.426 0.426 0.48 0.38 0.467 0.549
GPCR 0.41 0.419 0.412 0.509 0.36 0.507 0.547

IC 0.336 0.338 0.346 0.45 0.28 0.411 0.486
E 0.259 0.265 0.262 0.376 0.18 0.358 0.418

Luo 0.485 0.462 0.486 0.488 0.27 0.446 0.49

DLapRLS

NR 0.416 0.434 0.429 0.489 0.4 0.453 0.549
GPCR 0.441 0.448 0.441 0.521 0.33 0.495 0.527

IC 0.35 0.354 0.356 0.45 0.27 0.387 0.46
E 0.279 0.278 0.279 0.367 0.16 0.325 0.394

Luo 0.503 0.475 0.503 0.498 0.25 0.425 0.494

GRMF

NR 0.422 0.438 0.431 0.493 0.38 0.465 0.551
GPCR 0.386 0.402 0.386 0.497 0.34 0.506 0.53

IC 0.334 0.336 0.34 0.453 0.28 0.41 0.481
E 0.242 0.253 0.243 0.368 0.17 0.343 0.409

Luo 0.48 0.453 0.48 0.481 0.27 0.426 0.482

NRLMF

NR 0.382 0.393 0.388 0.449 0.37 0.472 0.517
GPCR 0.365 0.378 0.366 0.464 0.27 0.534 0.511

IC 0.303 0.296 0.31 0.428 0.22 0.437 0.47
E 0.235 0.24 0.237 0.335 0.13 0.378 0.403

Luo 0.459 0.442 0.459 0.456 0.3 0.437 0.459

BRDTI

NR 0.398 0.405 0.4 0.457 0.42 0.487 0.523
GPCR 0.364 0.376 0.367 0.487 0.39 0.536 0.538

IC 0.298 0.294 0.304 0.413 0.3 0.439 0.461
E 0.227 0.231 0.228 0.298 0.21 0.348 0.352

Luo 0.446 0.432 0.446 0.446 0.29 0.42 0.45

Average Rank 5.3 4.7 4.4 2.52 6.68 3.2 1.2
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Supplementary Table A3: Detailed AUPR Results in CVSt

Base model Dataset AVE KA HSIC LIC SNF-H SNF-F FGS

WkNNRI

NR 0.538 0.534 0.537 0.549 0.56 0.496 0.565
GPCR 0.735 0.752 0.738 0.76 0.67 0.75 0.776

IC 0.852 0.854 0.852 0.856 0.83 0.818 0.855
E 0.71 0.724 0.711 0.724 0.62 0.703 0.725

Luo 0.216 0.14 0.216 0.293 0.08 0.384 0.459

DLapRLS

NR 0.509 0.514 0.51 0.517 0.55 0.501 0.546
GPCR 0.725 0.742 0.729 0.747 0.63 0.733 0.754

IC 0.86 0.861 0.86 0.856 0.82 0.826 0.847
E 0.713 0.719 0.713 0.71 0.59 0.692 0.711

Luo 0.249 0.163 0.249 0.316 0.09 0.422 0.426

GRMF

NR 0.522 0.518 0.515 0.523 0.57 0.505 0.563
GPCR 0.731 0.747 0.734 0.758 0.7 0.773 0.769

IC 0.858 0.859 0.858 0.859 0.86 0.846 0.863
E 0.704 0.714 0.704 0.718 0.64 0.702 0.718

Luo 0.248 0.168 0.248 0.319 0.1 0.42 0.448

NRLMF

NR 0.421 0.434 0.426 0.447 0.55 0.502 0.486
GPCR 0.685 0.695 0.688 0.708 0.69 0.769 0.725

IC 0.83 0.832 0.832 0.835 0.86 0.834 0.845
E 0.67 0.684 0.671 0.692 0.66 0.717 0.693

Luo 0.206 0.153 0.206 0.262 0.04 0.4 0.354

BRDTI

NR 0.42 0.435 0.425 0.442 0.52 0.494 0.449
GPCR 0.59 0.605 0.593 0.615 0.56 0.655 0.631

IC 0.748 0.75 0.749 0.753 0.78 0.746 0.764
E 0.655 0.669 0.656 0.674 0.61 0.661 0.672

Luo 0.185 0.141 0.186 0.251 0.08 0.38 0.36

Average Rank 5.26 4.14 4.8 2.9 5.04 3.92 1.94

Supplementary Table A4: Detailed AUPR Results in CVSdt

Base model Dataset AVE KA HSIC LIC SNF-H SNF-F FGS

NR 0.241 0.241 0.243 0.247 0.2 0.245 0.251
GPCR 0.289 0.303 0.294 0.374 0.24 0.35 0.389

IC 0.226 0.233 0.235 0.324 0.18 0.243 0.339
E 0.125 0.135 0.125 0.207 0.07 0.201 0.241

WkNNRI

Luo 0.132 0.079 0.132 0.192 0.02 0.186 0.203

NR 0.19 0.188 0.189 0.212 0.18 0.22 0.251
GPCR 0.077 0.075 0.077 0.086 0.06 0.165 0.251

IC 0.074 0.072 0.075 0.08 0.06 0.091 0.217
E 0.019 0.023 0.019 0.044 0.02 0.049 0.124

DLapRLS

Luo 0.068 0.039 0.068 0.103 0 0.121 0.147

NR 0.236 0.246 0.237 0.25 0.19 0.264 0.239
GPCR 0.273 0.295 0.276 0.363 0.24 0.357 0.37

IC 0.222 0.238 0.227 0.329 0.17 0.271 0.341
E 0.11 0.116 0.11 0.201 0.07 0.196 0.229

GRMF

Luo 0.101 0.055 0.101 0.164 0.02 0.157 0.174

NR 0.2 0.194 0.2 0.206 0.15 0.234 0.217
GPCR 0.242 0.255 0.246 0.307 0.17 0.388 0.334

IC 0.195 0.199 0.198 0.29 0.15 0.307 0.327
E 0.115 0.113 0.118 0.179 0.04 0.223 0.209

NRLMF

Luo 0.098 0.07 0.098 0.147 0 0.189 0.173

NR 0.201 0.212 0.203 0.234 0.21 0.272 0.21
GPCR 0.206 0.221 0.213 0.279 0.19 0.314 0.316

IC 0.194 0.198 0.193 0.279 0.18 0.236 0.316
E 0.115 0.114 0.117 0.179 0.05 0.152 0.203

BRDTI

Luo 0.09 0.061 0.09 0.144 0.02 0.124 0.167

Average Rank 5.3 4.9 4.8 2.44 6.92 2.24 1.4
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Supplementary Table A5: Detailed AUC Results in CVSd

Base model Dataset AVE KA HSIC LIC SNF-H SNF-F FGS

WkNNRI

NR 0.78 0.784 0.781 0.795 0.689 0.799 0.812
GPCR 0.863 0.872 0.866 0.903 0.792 0.909 0.911

IC 0.766 0.766 0.773 0.798 0.68 0.807 0.818
E 0.825 0.832 0.826 0.858 0.682 0.855 0.875

Luo 0.904 0.892 0.904 0.901 0.855 0.901 0.905

DLapRLS

NR 0.779 0.787 0.782 0.802 0.734 0.797 0.811
GPCR 0.862 0.863 0.862 0.886 0.773 0.872 0.881

IC 0.771 0.769 0.772 0.804 0.669 0.779 0.789
E 0.773 0.766 0.773 0.794 0.666 0.81 0.803

Luo 0.865 0.863 0.865 0.865 0.791 0.882 0.873

GRMF

NR 0.792 0.799 0.79 0.806 0.695 0.801 0.825
GPCR 0.828 0.834 0.829 0.887 0.788 0.89 0.904

IC 0.739 0.74 0.742 0.792 0.691 0.792 0.802
E 0.775 0.79 0.775 0.815 0.665 0.805 0.825

Luo 0.871 0.869 0.871 0.871 0.791 0.852 0.876

NRLMF

NR 0.773 0.779 0.774 0.794 0.722 0.811 0.821
GPCR 0.848 0.854 0.85 0.893 0.78 0.903 0.909

IC 0.763 0.757 0.764 0.803 0.683 0.808 0.815
E 0.81 0.821 0.81 0.85 0.667 0.836 0.868

Luo 0.915 0.911 0.915 0.913 0.89 0.901 0.914

BRDTI

NR 0.764 0.769 0.765 0.783 0.745 0.819 0.823
GPCR 0.86 0.864 0.862 0.894 0.859 0.907 0.908

IC 0.761 0.758 0.763 0.794 0.764 0.816 0.809
E 0.831 0.844 0.831 0.867 0.823 0.878 0.881

Luo 0.881 0.88 0.881 0.879 0.832 0.866 0.876

Average Rank 4.98 4.65 4.48 2.73 6.85 2.78 1.55

Supplementary Table A6: Detailed AUC Results in CVSt

Base model Dataset AVE KA HSIC LIC SNF-H SNF-F FGS

WkNNRI

NR 0.787 0.787 0.787 0.792 0.798 0.809 0.817
GPCR 0.937 0.939 0.938 0.945 0.924 0.948 0.95

IC 0.957 0.956 0.957 0.959 0.952 0.956 0.955
E 0.935 0.934 0.936 0.935 0.912 0.932 0.933

Luo 0.816 0.767 0.816 0.857 0.692 0.886 0.862

DLapRLS

NR 0.781 0.783 0.781 0.784 0.791 0.781 0.815
GPCR 0.919 0.922 0.92 0.919 0.887 0.916 0.932

IC 0.95 0.95 0.95 0.946 0.938 0.942 0.943
E 0.894 0.892 0.895 0.885 0.864 0.899 0.897

Luo 0.8 0.761 0.8 0.827 0.625 0.845 0.848

GRMF

NR 0.794 0.795 0.794 0.796 0.793 0.804 0.814
GPCR 0.941 0.942 0.942 0.949 0.932 0.954 0.953

IC 0.959 0.958 0.959 0.96 0.953 0.956 0.958
E 0.923 0.921 0.923 0.921 0.888 0.912 0.922

Luo 0.776 0.749 0.777 0.844 0.646 0.851 0.859

NRLMF

NR 0.77 0.775 0.771 0.786 0.818 0.801 0.809
GPCR 0.934 0.936 0.935 0.942 0.918 0.946 0.943

IC 0.959 0.957 0.959 0.959 0.959 0.958 0.958
E 0.942 0.941 0.942 0.939 0.911 0.925 0.938

Luo 0.818 0.798 0.818 0.874 0.632 0.902 0.892

BRDTI

NR 0.747 0.75 0.746 0.757 0.773 0.774 0.787
GPCR 0.924 0.928 0.926 0.932 0.913 0.936 0.937

IC 0.949 0.951 0.949 0.952 0.953 0.951 0.951
E 0.923 0.923 0.923 0.923 0.907 0.913 0.922

Luo 0.75 0.714 0.75 0.833 0.638 0.868 0.852

Average Rank 4.43 4.45 4.08 3.3 5.73 3.48 2.55
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Supplementary Table A7: Detailed AUC Results in CVSdt

Base model Dataset AVE KA HSIC LIC SNF-H SNF-F FGS

WkNNRI

NR 0.599 0.596 0.598 0.598 0.577 0.608 0.603
GPCR 0.816 0.827 0.818 0.857 0.74 0.872 0.869

IC 0.722 0.724 0.725 0.764 0.637 0.757 0.768
E 0.768 0.773 0.768 0.8 0.615 0.789 0.821

Luo 0.819 0.778 0.819 0.859 0.662 0.864 0.862

DLapRLS

NR 0.588 0.584 0.588 0.587 0.558 0.586 0.633
GPCR 0.443 0.448 0.445 0.453 0.536 0.65 0.698

IC 0.467 0.463 0.471 0.483 0.511 0.563 0.661
E 0.342 0.353 0.342 0.396 0.526 0.629 0.59

Luo 0.454 0.386 0.454 0.536 0.468 0.666 0.657

GRMF

NR 0.621 0.621 0.622 0.621 0.578 0.638 0.63
GPCR 0.789 0.802 0.79 0.843 0.724 0.821 0.851

IC 0.693 0.702 0.694 0.753 0.666 0.748 0.749
E 0.721 0.73 0.721 0.761 0.6 0.737 0.774

Luo 0.8 0.763 0.801 0.837 0.65 0.824 0.838

NRLMF

NR 0.589 0.589 0.59 0.594 0.558 0.605 0.606
GPCR 0.802 0.813 0.808 0.844 0.714 0.87 0.865

IC 0.71 0.713 0.71 0.756 0.639 0.761 0.764
E 0.775 0.776 0.775 0.803 0.602 0.771 0.814

Luo 0.796 0.763 0.796 0.835 0.58 0.849 0.842

BRDTI

NR 0.602 0.609 0.6 0.622 0.568 0.663 0.643
GPCR 0.773 0.788 0.783 0.83 0.692 0.808 0.856

IC 0.655 0.664 0.657 0.728 0.642 0.73 0.726
E 0.747 0.755 0.748 0.778 0.64 0.739 0.783

Luo 0.711 0.642 0.711 0.783 0.559 0.732 0.786

Average Rank 5.38 4.83 4.8 2.8 6.25 2.5 1.45
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A4.2 Influence of Base Model Hyperparameter Variation

We use the optimal hyperparameter values of base models via grid research to obtain the results
listed in Tables A2-A7. However, the optimal hyperparameter value is not always attainable due to
computational or time limitation, especially for extremely complex base model and enormous amount
of hyperparameter candidates. Therefore, we investigate that if FGS still outperforms other similarity
integration methods when the base model uses non-optimal (arbitrary) hyperparameter settings.

Figure A1 shows the AUPR results of seven similarity integration methods with WkNNIR using
various hyperparameter settings on the GPCR dataset under CVSd. As we can see, FGS is always
the best method under all hyperparameter settings, which demonstrates the robustness of FGS with
respect to the hyperparameter variance of the base model.

(a) k = 2 (b) k = 3

(c) k = 5 (d) k = 7

(e) k = 9

Supplementary Figure A1: AUPR results of similarity integration methods with different hyperparam-
eter settings of WkNNIR under CVSd
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A4.3 Results of Cluster Cross-Validation

The datasets used in our empirical study contain some homologous drugs that are structurally similar
and interact with same targets. Inferring DTIs based on homologous drugs is considered as an easy
prediction. Figure A2 shows SIMCOMP similarities between training and test drugs under CVSd,
where the training and test drugs whose similarity value is larger than 0.6 are homologous ones [28, 10].
Since CVSd splits training and test drugs randomly, there are some homologous drugs in both training
and test sets. Therefore, it is necessary to examine if FGS still perform well if there is no easy
prediction, i.e., test drugs are not similar to training ones.

To avoid homologous drugs being allocated to both training and test sets, we employ cluster
cross-validation for drugs (cluCVSd) [29]. We first apply single-linkage clustering to all drugs, with
SIMCOMP similarity as the input and a threshold of 0.6 for merging clusters. For obtained drug
clusters, the single-linkage similarity between any two drug clusters is less than 0.6, where the single-
linkage similarity is defined as the most similar drugs in the two clusters. Then, we randomly allocate
drug clusters in training and test sets, and conduct the allocation ten times. As shown in Figure A3,
SIMCOMP similarities between all training and test drugs are less than 0.6 under cluCVSd, which
indicates the non-existence of easy predictions.

(a) NR (b) GPCR (c) IC

(d) E (e) Luo

Supplementary Figure A2: The distribution of SIMCOMP similarities between training and test drugs
under CVSd, where the dark blue percentage is the proportion of similarity values of homologous drugs
(larger than 0.6)

We further compare AUPR results of FGS and seven comparing similarity integration methods
using WkNNIR as the base model under cluCVSd. As shown in Figure A4, FGS is still the best
method for all datasets, demonstrating the robustness of FGS after excluding easy predictions. In
addition, there is a drop in AUPR results for all methods, because the removal of easy predictions
leads to a more difficult task.
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(a) NR (b) GPCR (c) IC

(d) E (e) Luo

Supplementary Figure A3: The distribution of SIMCOMP similarities between training and test drugs
under cluCVSd, where the dark blue percentage is the proportion of similarity values of homologous
drugs (larger than 0.6)

(a) NR (b) GPCR (c) IC

(d) E (e) Luo

Supplementary Figure A4: AUPR results with WkNNIR under cluCVSd
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A4.4 Hyperparameter Sensitivity Analysis

In this part, we analyze the sensitivity of two hyperparameters, i.e., the similarity filter ratio ρ and
the number of neighbors k. Figure A5 shows the AUPR performance of FGS with WkNNIR as base
model (FGSWkNNIR) w.r.t. different settings of k and ρ under CVSd.

We first focus on similarity filter ratio ρ. For the four updated Golden Standard datasets containing
nine types of drug and target similarities, the performance of FGSWkNNIR improves with the increase
of ρ, as more noisy information is filtered. The FGSWkNNIR usually achieves the best performance
when ρ is around 0.6, but it becomes worse if ρ is excessively large, which indicates the removal of more
crucial and informative similarities. For the Luo dataset, lower ρ values lead to better performance.
This is because the Luo dataset includes fewer types of drug and target similarities, all of which are
critical to the DTI prediction task.

The performance of FGSWkNNIR is more insensitive w.r.t. the changing of k. For all five datasets,
the performance slightly improves with more neighbors considered, and reaches a plateau when k is
large enough.

(a) ρ (b) k

Supplementary Figure A5: AUPR results of FGS with WkNNIR as base model (FGSWkNNIR) under
different hyperparameter configurations under in CVSd.
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A4.5 Supplementary Tables and Figures for New DTI Discovery

Supplementary Table A8: New DTIs predicted by other similarity integration methods combined with
GRMF, where DB and DC denotes DrugBank and DrugCentral, respectively

Rank
AVE KA HISC

Drug ID Target ID Database Drug ID Target ID Database Drug ID Target ID Database

1 DB01215 P48169 DB DB01215 P48169 DB DB01215 P48169 DB
2 DB00829 P48169 DB DB00829 P48169 DB DB00829 P48169 DB
3 DB00734 P28222 DC DB00734 P28222 DC DB00734 P28222 DC
4 DB00652 P41143 DC DB00696 P08908 DB,DC DB00652 P41143 DC
5 DB06800 P41143 DC DB00953 P08908 DC DB06800 P41143 DC
6 DB00696 P08908 DB,DC DB06216 P28221 DC DB00696 P08908 DB,DC
7 DB00953 P08908 DC DB00652 P41143 DC DB00953 P08908 DC
8 DB00734 P21918 DC DB00918 P08908 - DB00734 P21918 DC
9 DB00185 P08172 DC DB00734 P21918 DC DB00185 P08172 DC
10 DB00335 P07550 DB,DC DB06800 P41143 DC DB00335 P07550 DB,DC

Rank
LIC SNF-H SNF-F

Drug ID Target ID Database Drug ID Target ID Database Drug ID Target ID Database

1 DB00829 P48169 DB DB01215 P48169 DB DB01215 P48169 DB
2 DB01215 P48169 DB DB00734 P28222 DC DB00829 P48169 DB
3 DB00652 P41143 DC DB00953 P08908 DC DB00652 P41143 DC
4 DB00734 P28222 DC DB00829 P48169 DB DB06800 P41143 DC
5 DB06800 P41143 DC DB01273 Q15822 - DB00734 P28222 DC
6 DB00363 P21918 DC DB00696 P08908 DB,DC DB00810 P08172 DC
7 DB00696 P08908 DB,DC DB00998 P08908 DC DB00809 P08912 DC
8 DB00734 P21918 DC DB06216 P28221 DC DB00734 P21918 DC
9 DB00335 P07550 DB,DC DB00333 P41145 DC DB00333 P41145 DC
10 DB06216 P28221 DC DB00918 P08908 - DB00802 P41145 -

(a) DB01273 (varenicline)-Q15822 (CHRNA2) (b) DB01186 (pergolide)-P34969 (HTR7)

Supplementary Figure A6: 3D visualization of docking results
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Supplementary Table A9: New DTIs predicted by other similarity integration methods combined with
NRLMF, where DB and DC denotes DrugBank and DrugCentral, respectively

Rank
AVE KA HISC

Drug ID Target ID Database Drug ID Target ID Database Drug ID Target ID Database

1 DB01215 P48169 DB DB00696 P08908 DB,DC DB01215 P48169 DB
2 DB00829 P48169 DB DB00363 P21918 DC DB00829 P48169 DB
3 DB00696 P08908 DB,DC DB01215 P48169 DB DB00696 P08908 DB,DC
4 DB00363 P21918 DC DB00829 P48169 DB DB00363 P21918 DC
5 DB00652 P41143 DC DB00652 P41143 DC DB00652 P41143 DC
6 DB06216 P28221 DC DB00454 Q8TCU5 - DB06216 P28221 DC
7 DB00335 P07550 DB,DC DB00335 P07550 DB,DC DB00335 P07550 DB,DC
8 DB00543 P28223 DB,DC DB06216 P28221 DC DB00543 P28223 DB,DC
9 DB00454 Q8TCU5 - DB00543 P28223 DB,DC DB00454 Q8TCU5 -
10 DB00831 P21728 - DB00799 P19793 - DB00831 P21728 -

Rank
LIC SNF-H SNF-F

Drug ID Target ID Database Drug ID Target ID Database Drug ID Target ID Database

1 DB00363 P21918 DC DB00363 P21918 DC DB00363 P21918 DC
2 DB01215 P48169 DB DB00696 P08908 DB,DC DB00185 P08172 DC
3 DB00829 P48169 DB DB06216 P28221 DC DB00696 P08908 DB,DC
4 DB00696 P08908 DB,DC DB00734 P28222 DC DB06216 P28221 DC
5 DB00454 Q8TCU5 - DB00185 P08172 DC DB00829 P48169 DB
6 DB00652 P41143 DC DB00333 P41145 DC DB01215 P48169 DB
7 DB06216 P28221 DC DB00799 P19793 - DB01337 P11229 -
8 DB00543 P28223 DB,DC DB00829 P48169 DB DB00333 P41145 DC
9 DB00335 P07550 DB,DC DB01215 P48169 DB DB06216 P21918 DC
10 DB00734 P28222 DC DB01337 P11229 - DB00734 P28222 DC

Supplementary Table A10: The number of verified DTIs in top 10 new DTIs discovered by different
similarity integration methods with GRMF and NRLMF from the Luo dataset

Base Model AVE KA HSIC LIC SNF-H SNF-F FGS

GRMF 10 9 10 10 8 9 10
NRLMF 8 8 8 9 8 9 8

Sum 18 17 18 19 16 18 18
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