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Document Management Systems (DMS) are used for decades to store 

large amounts of information in textual form. Their technology paradigm 

is based on storing vast quantities of textual information enriched with 

metadata to support searchability. However, this exhibits limitations as it 

treats textual information as black box and is based exclusively on user-

created metadata, a process that suffers from quality and completeness 

shortcomings. The use of knowledge graphs in DMS can substantially im-

prove searchability, providing the ability to link data and enabling seman-

tic searching. Recent approaches focus on either creating knowledge 

graphs from document collections or updating existing ones. In this paper, 

we introduce Document-to-Knowledge-Graph (Doc2KG), an intelligent 

framework that handles both creation and real-time updating of a 

knowledge graph, while also exploiting domain-specific ontology stand-

ards. We use DIAVGEIA (clarity), an award winning Greek open govern-

ment portal, as our case-study and discuss new capabilities for the portal 

by implementing Doc2KG. 

Keywords: Semantic Web, Linked Data, Open Data, Machine Learning, Natural 

Language Processing, eGovernment, Government Portals 

Introduction 

A huge amount of new data is created and stored every minute by users in order to be 

retrievable and discoverable. In modern organisations, both in the private and public 

sector, textual information in electronic documents is stored in big volumes in Docu-

ment Management Systems (DMS). DMS were first introduced in enterprise environ-

mailto:nstylia@csd.auth.gr
mailto:d.vlachava@ihu.edu.gr
mailto:i.konstantinidis@ihu.edu.gr
mailto:nbassili@csd.auth.gr
mailto:nbassili@csd.auth.gr
mailto:v.peristeras@ihu.edu.gr


 

 

ments both in the private and the public sector over 30 years ago to receive, track, man-

age and store documents. Over time, along with the dramatic increase in the pace of 

data creation and increasing storage needs, these systems saw little improvement con-

cerning information retrieval functionalities. This resulted in difficulties in locating, 

identify, retrieve information in collections that often expand to millions of documents. 

That is due to the fact that these systems cannot “look into” the textual information they 

store, but rather treat it as a black-box described by user-provided metadata. Inevitably, 

this human-created metadata often suffers from low quality. 

With the rise of open Government and open data rhetorics and practices, some 

of these public sector DMS publish their content as open data to the Web to improve 

transparency and accessibility. Benefits of open data besides increased transparency 

also include democratic control, improved or new public products and services, im-

proved government services, innovation and new knowledge creation from combined 

data sources and the possibility to identify patterns in large data volumes, among others 

(Pereira et al., 2017). For these reasons, in the last decade, open government policies 

have started to gain ground in an increasing number of countries globally, while several 

projects based on open data are executed all over the world (Mohamed et al., 2020; 

Zuiderwijk & Janssen, 2014).  

This is the case of the Greek portal DIAVGEIA1 (in English: Clarity) in which 

all public sector administrative decisions are published, as mandated by law, forming a 

huge and fast-growing collection of more than 43 million documents. Essentially, DI-

AVGEIA is providing access to the governmental DMS, which stores all the docu-

ments. The huge volume of this textual information, combined with the lack of high 

quality and standardised metadata, poses several problems and processing challenges, 

justifying the use of the term “big data” to describe such a corpus of information. 

Open (big) data must be available in a convenient and modifiable form, in order 

to be easy to exploit, i.e., to increase data interoperability, be able to combine different 

datasets together. Towards improving information and knowledge extraction, Semantic 

Web technologies like RDF and OWL were developed and standardized in the form of 

(meta-)data graphs consisting of elementary vertice-edge-vertice triples (subject, predi-

cate, object) (Zaveri et al., 2016). Tim Berners-Lee (2010), the inventor of the Web and 

linked data initiator, suggested a 5-star deployment scheme for open data quality that 

constitutes the status quo in Semantic Web best practices (Hasnain & Rebholz-

Schuhmann, 2018). This scheme proposes publishing machine-readable structured data 

and using open standards from W3C that are also linked to other linked open data. 

These linked data principles can also provide the basis for complying data to other rec-

ommendations employed by the research community like the Findable Accessible In-

teroperable Reusable (FAIR) principles indicating that data resources should support 

discovery and reusability by different stakeholders (Garijo & Poveda-Villalón, 2020). 

Apart from the area of open data, linked data availability and integration as de-

scribed above provide important benefits for enterprise data, including “not open” data, 

as well. RDF graphs with existing domain standards can improve data quality and facili-

tate data migration and cooperation between different enterprises but also within the 

same enterprise while addressing interoperability, access, legal and encryption issues 

(Hu & Svensson, 2010). Interestingly, while information in large governmental DMS is 

particularly valuable and qualifies to be published as open data, it can also be used for 

internal administrative processes to improve internal efficiencies. Thus, data from DMS, 
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like in DIAVGEIA, is highly valuable both for open and internal purposes and use 

cases. 

There is a dizzying amount of low-quality data already in existence, especially 

in large governmental DMS. The manual upgrade of such huge amounts of data to 4, 5 

stars would be an enormous error-prone and multi-year project leading to high costs. 

Therefore, there is a clear need for this transformation to be supported with appropriate 

tools to enable the automated extraction of structured information from big textual data. 

The use of modern Machine Learning (ML) and Natural Language Processing (NLP) 

combined with linked data and semantic web techniques can facilitate this process. In 

the last decade, staggering advancements have taken place in these fields. Despite of 

this, little work has been done towards the combination of open and linked data with in-

telligent functionalities, services and features. This is a promising combination that 

could transform large and static document collections, like large governmental DMS, 

into dynamic and user-friendly knowledge graphs. According to Hogan et al. (2021), a 

knowledge graph is “a graph of data intended to accumulate and convey knowledge of 

the real world, whose nodes represent entities of interest and whose edges represent re-

lations between these entities” (p. 2). 

In this paper, we propose Doc2KG (Document-to-Knowledge-Graph), an intelli-

gent framework that transforms a low-quality, from an information retrieval and reusa-

bility point of view, DMS to a knowledge graph. The proposed framework further sup-

ports the perpetual expansion of the knowledge graph, as it is enriched with additional 

documents when these become available. In summary, our contributions are as follows: 

• A complete framework that handles DMS to knowledge graph transition 

and further enrichment. Previous work is focused only either on publish-

ing linked data or on NLP approaches for information extraction. 

• A novel methodology to creating knowledge from a document reposi-

tory, using domain-specific ontology standards to handle the “cold-start” 

problem of entity linking and ensure the quality of the resulting 

Knowledge Graph.  

• A modern Information Extraction pipeline, leveraging pre-trained Lan-

guage Models (LM) and state-of-the-art Information Extraction (IE) 

models. We eliminate the need for huge amounts of training data and 

hard to maintain resources by exploiting Transfer Learning approaches 

and require less overhead to extract all the necessary information.  

• Increased accessibility, retrievability and searchability of the available 

data while maintaining a reduced maintenance cost from constantly up-

dating and indexing a DMS. 

In the remainder of the paper, we first discuss related literature for knowledge 

graph construction and enrichment and our application domain. We then introduce our 

Doc2KG framework, analysing its components and detailing its architecture. For our 

case study we use DIAVGEIA, to demonstrate the benefits of our framework in a real-

world portal. Conclusively, we discuss the limitations of our framework and indicate di-

rections for future research. 

Related Work 

There has been limited research on end-to-end knowledge graph construction frame-

works from a document repository. Most of the studies focus on specific subtasks, in-

cluding entity recognition, entity disambiguation, entity linking, relation extraction, and 



 

 

linking and publishing linked data. Yu et al. (2020) proposed a framework for domain 

knowledge graph creation by leveraging structured information from Wikipedia. How-

ever, in many document repositories with domain-specific knowledge, the entities are 

not related to information from Wikipedia due to insufficient data in low-resource lan-

guages. Many research studies combined existing Named Entity Recognition (NER) 

models with rule-based approaches for relation extraction and linking (Kertkeidkachorn 

& Ichise, 2018), and statistical approaches on specific domains of literature (Buscaldi et 

al., 2019). Yet, these methods did not consider restrictions in order to validated the tri-

ples in the knowledge graph creation process. 

Martinez-Rodriguez et al. (2018) integrated open information extraction 

methods for triple extraction, enhanced with semantic role labeling and in combination 

with aggregated results from ensemble models. However, the proposed frameworks did 

not deal with entity linking to existing domain standards for semantic interoperability. 

Other methods focusing on entity linking considered the existence of a knowledge 

graph without dealing with the cold start problem by constructing a knowledge graph 

from the beginning, where there is no available information on an instance level (Ganea 

& Hofmann, 2017; Raiman & Raiman, 2018). Towards this regard, Rossanez et al. 

(2020) proposed an approach for knowledge graph construction from biomedical scien-

tific articles. The framework combined various NLP techniques to identify all possible 

triples in the document and mapped them to Unified Modeling Language (UML) con-

cepts that are subsequently linked to the domain ontology. However, the approach was 

highly dependent on the biomedical domain. 

At the same time, other methods focused on how to publish a DMS as linked 

data and making it interoperable. Towards having high-quality data, Penteado et al. 

(2021) presented a unified process of publishing linked open data in a systematic way 

by following specific steps, like dataset selection, data cleaning, defining vocabularies, 

metadata specification, linking data to external sources, data serialization in a linked 

open data representation and data publication. Milić et al. (2020) proposed a model for 

linking open government datasets using Semantic Web technologies and metadata infor-

mation to identify similarities between different datasets. For Greek initiatives, Chalki-

dis et al. (2017) developed the Nomothesia (law) ontology for publishing Greek legal 

documents as linked open data based on European standards and best practices for on-

tology modeling.  

Similarly, Bratsas et al. (2021) defined an RDF vocabulary to convert data from 

a relational database into a knowledge graph. Then, they used this knowledge graph for 

facilitating ETL (Extract Transform Load) processes and trained a clustering model for 

identifying red flags in fiscal projects. Finally, Savvas & Bassiliades (2009) presented a 

process-oriented ontology-based knowledge management system for facilitating opera-

tional procedures in public administration that provides an up-to-date and accurate legal 

framework for interpreting, producing and processing administrative documents. How-

ever, most of these methods proposed a new solution for future transactions without 

dealing with the existing information that is in an unstructured format, as this process 

would require extensive human effort.  

In view of the above, it is evident that there is no unified framework that ad-

dresses all the aspects of knowledge graph creation. 

Open government data portals comprise a typical use case of a DMS and have 

been implemented at national and European level (de Juana-Espinosa & Luján-Mora, 

2019). However, most of the portals’ DMS contain information in unstructured format 

leading to low data quality. DIAVGEIA is one of the most prominent efforts in Greece 

and has been recognized as a best practice, receiving awards at an international level 



 

 

(OECD, 2011). According to national law, all decisions made by public services have to 

be published on the portal in order to be valid. Nevertheless, the current version is a re-

pository of documents in PDF, indicating low data quality. The importance of improv-

ing transparency and user-friendliness in DIAVGEIA has already been addressed by 

Gritzalis et al. (2017). The authors conducted a survey on its impact and concluded that 

transparency of administrative acts and decisions could lead to citizens’ trust in institu-

tions. According to Matheus and Janssen (2020), “transparency is about creating an in-

sight for someone who is not involved” and in the case of DIAVGEIA, for the citizens 

and other public institutions. 

There has been limited work for improving DIAVGEIA’s data quality and en-

hancing transparency based on information from the portal. Towards this, Vafopoulos et 

al. (2012) presented publicspending.net that collects metadata from the DMS to increase 

public awareness on public expenditures. Beris & Koubarakis (2018) proposed im-

proved portal publishing decisions as linked open data called DiavgeiaRedefined by de-

veloping an ontology for describing information of administrative acts and decisions.  

The Doc2KG Framework 

In this section, we present our proposed framework for the continuous conversion of 

open data to a knowledge graph, exploiting existing domain ontology standards. Effec-

tively, we are utilizing pre-existing vocabularies to convert the already existing textual 

information to linked data, transforming them to 4 stars open data according to Tim 

Berners-Lee's scheme. In addition, our framework is designed to work on an active 

DMS system, handling both initial conversion of pre-existing information and annota-

tion of new documents to add them to the knowledge graph.  

In comparison to previous approaches, Doc2KG offers a unified methodology to 

handle both the initial conversion and further enrichment. As such, it represents a con-

sistent medium towards knowledge graph creation and maintenance. What is more, our 

approach uses domain-specific ontology standards to ensure that the created knowledge 

graph adheres to the domain’s restrictions at all times. Furthermore, our IE pipeline is 

modularly designed to allow for easy replacement of the contribution models with better 

ones as they are developed. 

To that end, we start with a large volume document repository (i.e., a DMS) 

holding a vast collection of heterogeneous documents and a domain-specific ontology. 

Our proposed methodology is comprised of three stages. As our document collection is 

heterogeneous, we make the realistic assumption that some of the documents in the re-

pository are already annotated with domain-specific meta-data (2 or 3 stars open data) 

while others are not (1-star open data). 

The first stage involves the pre-processing of the collection for intelligent infor-

mation extraction using a variety of ML and NLP methods. In practice, we first split the 

documents into sentences of tokens while also disambiguating abbreviations. The re-

quired information is then extracted using pre-trained models or tools such as 

CoreNLP2.  

In the second stage, we transform the document collection into a knowledge 

graph based on the descriptions of the classes, attributes and relations in the ontology. 

At this point, we assume that the ontology descriptions provide sufficient information 

for contextual representations to be created. We require descriptions in the ontology so 

 
2 https://stanfordnlp.github.io/CoreNLP/  
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that we can create as more accurately semantic representations of the nodes as possible 

for the knowledge graph creation process. In cases where class descriptions are absent, 

we will only use the class names for the node representations. During this stage, we pre-

sent a metadata constrained approach for the documents with such pre-existing infor-

mation (2 or 3 stars open data) as well as a semantically constrained approach to the al-

ready extracted information with ontological entities.  

The third stage describes the continuous integration of new documents, as they 

are created, to the knowledge graph.   

 

 

Figure 1: Doc2KG architecture overview with deployment stages colour annotated.  

Formally, we consider our document repository to consist of a collection of doc-

uments D = (d1, d2, …, dl), where l is the number of documents in the collection, a sub-

set of which will be annotated with metadata M = {p1:v1, p2:v2, …, pq:vq} such that 

each metadata is described by a label pq  and a value vq, where q is the number of avail-

able metadata. All documents utilize the same set of metadata, where the labels are pre-

defined properties and the values are excerpts of text from the respective document 

when populated.   

Stage 1: Pre-processing and Information Extraction 

During the first stage of our framework, we initially split the document into sentences 

(s) and the sentences in tokens (t), such that di = {s1, s2, ..., sn} and sj = {t1, t2, …, tm}, 

where di and sj are a randomly selected document and a randomly selected sentence 

from that document respectively, and m and n are the number of tokens in sentence sj 

and document di. Next, we use a combination of Regular Expressions (RegEx) and Part-

of-speech (POS) tagging to extract and resolve abbreviations in text and replace them 

with their original forms (AbreviationResolver). This step allows for better performance 

in the following steps of our proposed methodology to better identify similar entities 

and link them together. The resulting pre-processed document will have n number of 



 

 

sentences, each with at least m tokens, as resolving any abbreviations occurring in the 

sentence will result in more tokens.  

With the documents processed, the next step involves a series of information ex-

traction tasks that aim to identify and annotate specific types of information present in 

the text. Specifically, we apply a combination of NER, Coreference Resolution (CR), 

Constituency Parsing (CP) and Semantic Role Labelling (SRL) in order to identify en-

tity mentions in text, to link them together, as well as to identify the syntactic dependen-

cies of each sentence. The NER process, given a sequence of tokens t (i.e., a sentence), 

produces a second equal length sequence (e) which annotates each token to a predefined 

entity such that ej = (ej1, ej2, …, ejm). The set of entities identified by a NER process can 

change depending on the domain (e.g., in a biomedical domain, we are more interested 

in identifying all diseases mentioned in a document than locations and organization 

names). The CR process, on the other hand, given a document d identifies which tokens 

refer to the same entity and returns a series of coreference chains (c) such that ci = {ci1, 

ci2, …, cik}, where k is the number of identified real-world entities in d, where each 

chain has to be comprised by at least one token.  

Similarly, we utilize a CP process to transform each sentence in each document 

into a constituent parse tree (cpi). A CP tree splits each sentence based on its grammar 

categories, in which the root of the tree is the sentence, traversing to phrase type (e.g., 

noun phrases and verb phrases), part-of-speech tag and ending with the tokens as leaves.  

The SRL process is used to identify the arguments of all the verbs in a sentence 

and their relations, represented as triplets where each triplet (sr) contains the two argu-

ments related to the verb. The SRL process makes use of further resources like VerbNet 

(Schuler, 2005) or PropBank (Kingsbury & Palmer, 2002) to annotate the verbs with 

role names, as they are defined in the respective corpus. These resources help identify 

the roles of the attributes of the verbs and propositions, respectively, to Agent and Pa-

tient, allowing for better SRL performance.  

Having extracted all the required information from our documents, we focus on 

the creation of candidate RDF triples. Each triple is in the form of tr = (s, p, o), where s, 

p, o is the subject, predicate and object, respectively. As a result, for each document, a 

representative mention from each coreference chain c is selected and replaces all entity 

mentions in the document (CoreferenceMentionResolution). We opt towards using 

proper nouns or identified named entities when that is possible. Then, using the identi-

fied named entities as candidates for subject or object, we find all the instances where 

they have been identified as arguments to a verb. All the triples identified in sr, which 

contain entities, are candidate RDF triples, with the verbs playing the role of predicates. 

Based on the identified verb semantics, Agents are identified as subject and Patients as 

an object. If this information is not available, we built two triples with each element be-

ing a subject or an object and resolve this in Stage 2 of the proposed framework through 

restriction compliance checking. With this approach, we maximize the information 

throughput from Stage 1 to Stage 2 to ensure that we do not mistakenly discard identi-

fied nodes.   

 

ALGORITHM 1 PRE-PROCESSING AND INFORMATION EXTRACTION PROCESS  

 Input: D ← document,  
NER ← Named Entity Recognition Model,  
CR ← Coreference Model, 
CP ← Constituency Parsing Model, 
SRL ← Semantic Role Labelling Model 

 Output: Candidate RDF triples  



 

 

1 d ← Tokenize(SentenceSplit(D)) 

2 for i ←1 … n do 

3  tokenizedSentence ← di 

4  di ← AbreviationResolver(tokenizedSentence) 

5 end for 

6 e ← NER(d) //entities 

7 c ← CR(d) //coreference chains 

8 d ← CoreferenceMentionResolution(d, c) //replace all mentions with a candidate  

9 cp ← CP(d) //constituent parse tree  

10 sr ← SRL(d, VerbNet, cp) //verb semantic role labelling 

11 tr ← TripleConstructor(d, e, sr) //candidate RDF triples  

 

Consequently, the set of candidate RDF triples extracted from each document, 

along with the metadata of each document, when these are available, are used in the 

next stage of our framework toward the creation of a knowledge graph using a domain-

specific ontology. 

This stage’s performance is depended on the individual performance of the IE 

components that comprise it. Therefore, each task has its own set of evaluation criteria 

and metrics, which can be used to verify a model’s performance given a set of labelled 

data. As such, the NER model, the CR model and the CP model are all independent as 

they are applied directly to the source data. The effects of propagated errors from the 

CP model in the SRL model are based on the noise resilience and generalizing ability of 

the SRL model and are case depended. The triple construction approach is designed to 

maximize the number of candidate triples from this process and its performance is di-

rectly dependent on the NER and SRL models.  

Current state-of-the-art approaches achieve very high-performance scores in the 

independent components as they are heavily based on pre-trained LMs and Transfer 

Learning methodologies (Li et al., 2020; Stylianou & Vlahavas, 2021). As a result, the 

propagated error from this stage will be minimal. Considering the domain, the NER 

model described by (Baevski et al., 2019) achieves 93.5% F1-score, the CR model by 

(Khosla & Rose, 2020) achieves an 85.8% F1-score, the CP model by (Papay et al., 

2021) reaches a 93.8% F1-score and the SRL model by (Papay et al., 2021) attains a % 

F1-score. In addition, all these model designs satisfy our scheme requirements and are 

capable of producing the required outputs for the completion of first stage of the frame-

work. Moreover, all these components are independent models that can be replaced with 

better performing counterparts are NLP research progresses in these fields.  

Stage 2: Ontology-Constrained Knowledge Graph creation 

ALGORITHM 2 ONTOLOGY-CONSTRAINED KNOWLEDGE GRAPH CREATION  

 Input: 
X ← Predicted RDF candidate and metadata (tr, m) for each document in D 
H ← heuristic mapping, 

O ← Domain-specific Ontology 

PLM ← Pre-trained LM 

k ← number of maximum closest terms 

t ← Compliance threshold 

 Output: 
Knowledge Graph (KG) from the document collection 

1 O* ← PLM(O) //contextualized representations of ontology labels and descriptions 

2 KG ← () // Knowledge Graph triples initialization  

3 for x in X do 

4  tr, m ← x  



 

 

5  {s, p, o} ← PLM(tr) //contextualized representations of triple terms 

6  ss, ps, os ←  SimilarityScoring(O*, {s, p, o}) 

7  s*
s, p

*
s, o

*
s ← TopKSampling(k, {ss, ps, os}) 

8  sl, pl, ol ← OntologyLabelling(H, {s*
s, p

*
s, o

*
s}, m) //label for each type 

9  while sl, pl, ol are not None and (s*
s, p

*
s, o

*
s) is not empty do: 

10   for s, p, o in (s*
s, p

*
s, o

*
s) do: 

11    sl, pl, ol ← RestrictionsCompliance((s, p, o), t) 

12    Remove s, p, o from s*
s, p

*
s, o

*
s 

13   end for  

14  end while 

15  Add (sl, pl, ol) to KG if not None in (sl, pl, ol) 

16 end for 

In this stage, each document will be represented by its metadata and the set of candidate 

RDF triples. This information is used to create restrictions and construct the final 

knowledge graph. In doing so, a heuristic mapping (H) between the annotated metadata 

labels and the ontology has to be created. This process has to be done manually for each 

domain based on the type of information the metadata holds. While this process can re-

quire a varying amount of human labour, the majority of the connections and rules are 

provided by domain-specific ontologies, which are considered a given. What is more, 

this process only takes place once, during the KG creation stage and licenses the KG 

creation process to have a standardized format.   

Using the created candidate RDF triples from the previously described process, 

we can match their entities to the ontology. While approaches such as string-matching 

(strict or fuzzy) with the described classes, attributes and relationships can be successful 

assuming a similar vocabulary is used to describe the terms, in our approach, we pro-

pose a comparison of semantic representation of the candidate RDF triples’ terms with 

the ontology entities.  

With pre-trained LMs, which have been trained on millions of documents, we 

can extract contextualized representations of each word in their vocabulary, which are 

designed to semantically represent the words. As a result, even without a direct match, 

we can identify semantically close concepts and roles, making use of both the ontology 

labels and their descriptions (e.g., rdfs:comment), leading to better performance than 

that of strict or fuzzy matching when comparing terms. Using LMs has the inherited ad-

vantage of not requiring any annotated or hard to create resources such as lexicons 

(Inan, 2020). However, as LMs are very volatile to the pre-trained domain, the LM 

choice can have a significant performance impact in this process (Chalkidis et al., 2020; 

Lee et al., 2020). When using domain-specific pre-trained LMs is not possible, domain 

adaptation techniques should be considered (Rietzler et al., 2020).  

Effectively, for each entity in the triple, which can be a sequence of tokens, we 

extract vectors 𝑇 ∈ ℝ1⋅𝑑, which is the pooled contextualized representation of the to-

kens and compare them with the similarly extracted representations of the respective 

classes, attributes, and relationships in the ontology (PLM). Constructively, we are per-

forming a probabilistic classification in the case of concepts and a mapping in the case 

of roles using the similarity scores (SimilarityScoring). For the comparison, we are us-

ing cosine similarity and maintain a list of the similarity scores of each triple entity with 

all the classes, attributes and relationships. From this step, we create a similarity score 

for each triple element with all the ontology elements.  

With the use of a top-k subsampling process (TopKSampling), where k is a user-

defined parameter that can vary based on the application domain, we select only the k 

closest classes, attributes and relations from the list (i.e., the ones with the highest simi-



 

 

larity score), leading to a three-dimensional vector of size k. For documents that are ac-

companied with metadata, based on this previously created heuristic mapping (H), we 

impose the respective ontology label to a span of text regardless of their score to other 

ontology labels and its relative part in the RDF triple.  

For the remaining of the elements of the triple, starting with the semantically 

closest predicate candidate, we apply a restriction compliance checking that attempt to 

verify the predicate’s relation with the subject and the object based on the domain-spe-

cific ontology, i.e., the domains/range compatibilities (RestrictionsCompliance). Specif-

ically, for each predicate, we calculate the probability that the respective subject and ob-

ject candidates are suitable options, based on the ontology restrictions. As a result, for 

each triple, we calculate a conditional probability based on the previously calculated 

probabilities and chose the one with the highest probability, if that is higher than a pre-

defined threshold. The threshold (t) can vary based on the domain of application and the 

quality of the data and is subject to experimentation and fine-tuning.  

 If we cannot solve a candidate RDF triple to specific ontology labels, in the 

cases where the predicate is identified in the metadata, we endorse that label and assume 

that both subject and object adhere to the ontology’s definitions (namely domain and 

range restrictions). As a result, candidate RDF triples are assigned with the relevant on-

tology label based on this process. If a triple fails to match with any label and its predi-

cate is not in the metadata, we discard it.  

Having obtained the triples and linked the entities from the triples to the ele-

ments of the selected ontology, we create a local Uniform Resource Identifier (URI) for 

each term in the triple to be used as a unique identifier.  

This stage’s evaluation is two-fold as both the individual components that com-

prise it and the created knowledge graph can be evaluated independently. Starting with 

the individual components, the heuristic mapping is a human-driven mapping process 

that only needs to be conducted once, and is not expected to have errors given that the 

semantic connections between the metadata are provided by the domain-specific ontol-

ogy. For the term comparison, the performance is tied with the ability of the LM to ac-

curately capture the data and is evaluated differently based on the LM type (Liu et al., 

2020). However, given a large sampling number (k), the propagated error can be miti-

gated in the expense of computational time. Lastly, the restriction compliance checking 

cannot be evaluated directly and is only evaluated indirectly through the created 

knowledge graph as described below. 

The created knowledge graph can also be used as a means of evaluating both 

Stage 1 and Stage 2. In order to evaluate the graph itself, the existence of graph from the 

original data is required. Given a pre-existing graph, graph sampling techniques can be 

applied to ensure static evaluation of efficiency and high-quality accuracy in the 

knowledge graph (Gao et al., 2018). The extracted sample can be given to human anno-

tators in order to estimate the accuracy of the knowledge graph with metrics like preci-

sion, recall and F1-score but also the annotation cost. This process is performed itera-

tively in order to ensure the quality satisfies required expectations. Furthermore, in the 

case of semantic requirements in the system that will define a set of conditions, these 

rules can be applied with the SHACL Shapes Constraint Language to capture quality 

problems with specific constraints (Farid, 2020; Holger Knublauch & Dimitris 

Kontokostas, 2017). However, this requires manual annotation from domain experts of 

all the constraints which becomes infeasible in large datasets. 

To that end, evaluation can be formulated as a ML task (Mihindukulasooriya, 

2020). For identifying constraints, ML can be used to automatically construct SHACL 

Shapes by extracting different instance-based features and predicting cardinality and 



 

 

range constraints. Furthermore, ML can help at predicting inconsistent mappings. This 

approach is based on the notion that if an entity has the same object value for two differ-

ent predicates, then it is very probable that there is mapping inconsistency. Lastly, a 

classifier can be obtained to predict if an instance belongs to a specific class. These ap-

proaches provide a data-driven assessment of quality for the created knowledge graph. 

Stage 3: Knowledge Graph enrichment  

ALGORITHM 3 KNOWLEDGE GRAPH ENRICHMENT 

 Input: 
D ← document, 
Algorithm1 ← Pre-processing and Information Extraction process 
Algorithm2 ← Ontology-Constrained Knowledge Graph creation 

KG ← Created knowledge graph 

l ← fixed path length for co-occurrences count 

t ← Compliance threshold 

 Output: 
Enriched Knowledge Graph (KG) 

1 Ent, W ←  Training entity and word embeddings models using KG 

2 Co ← CoOccurrenceCount(KG, l) 

3 P(ki|e) ← Normalize(Co, range=[0,1]) 

4 for d in D do: 

5  E ←  NER(d) // Apply named entity recognition in document d 

6  tr, m ←  d // 

7  for e in E do:  // Entity linking 

8   Con ←  Context(e) 

9   Con* ← W(Con) // calculate word embeddings of the context of entity e 
10   Ce ← TopKCandidateSelection(e, P(ki|e)) 

11   for ke in Ce do: 

12    ke* ← Ent(ke) 

13    simScore ← SimilarityScore(ke*, Con*) 

14   end for 

15   kmax ← argmax(simScore) // link the entity with the highest similarity 

16  end for 

17  {s, p, o} ← Algorithm1(tr) // triple extraction with linked entities according to Algorithm 1 

18  for (s*s, ps, o*s) in {s, p, o} do: 

20   p*s ← TopKSampling(k, ps) 

21   (sl, pl, ol) ← Algorithm2.RestrictionsCompliance ((s*s,p*s,o*s), t) 

22   Add (sl, pl, ol) to KG if not None in (sl, pl, ol) 

23  end for 

24 end for 

 

Having obtained a large knowledge graph with a huge number of nodes and edges, for 

new documents, we can perform more advanced entity linking on an instance level 

based on the context. Therefore, we reuse the process described in the Pre-processing 

and Information Extraction section to extract triples and perform NER. However, for 

entity linking we follow the approach proposed by van Hulst et al. (Van Hulst et al., 

2020), which performed state-of-the-art results with a 83.3% F1-score. The process is 

based on a general architecture for entity linking that consists of three steps: mention 

detection, candidate selection and entity disambiguation (Balog, 2018). Mention detec-

tion is already performed through the extracted triples and NER tool.  



 

 

Since we have identified the mentioned entities, we want to select a subset of the 

top-k candidate entities to be linked, as it is intractable to check each entity pair in the 

whole knowledge graph (TopKCandidateSelection). The candidate entities are selected 

based on the entities with the higher prior conditional probability p(ke|e), where ke is an 

entity in the knowledge graph and e is the mentioned entity in the document. To calcu-

late this probability, we initially count co-occurrences between all entity pairs on a fixed 

path length in the knowledge graph. Subsequently, we normalize the values to create 

probability scores. 

Entity disambiguation, which is the most important step of the entity linking 

process, is the process of linking a mention to one of the candidate entities in the graph. 

In this step, for each candidate entity, we calculate the similarity between the mentioned 

entity and the candidate entity 𝑘𝑒
𝑇 ∑ 𝑡𝑚 , 𝑡𝑚 ∈ 𝐶, where ke and tm are the embeddings of 

the candidate entity and the word m of the context of the mentioned entity, respectively. 

The entity and word embeddings are trained according to the approach by Ganea & 

Hofmann (2017). While approaches for word sense disambiguation can also be lever-

aged for entity linking (Moro et al., 2014), we opted them out as entities can be disam-

biguated with knowledge graph information and would increase the complexity of the 

framework.  If an entity cannot be linked due to a low similarity score but has relations 

with other linked entities in the text, we create a new entity in the graph. For linking 

predicates to the ontology, we reuse the methodology described in the ontology-con-

strained creation process to create semantic representations and apply restrictions com-

pliance checking in order to validate the connections between the respective ontology 

entities. 

Similar to stages 1 and 2, each component can be evaluated independently with 

its own set of evaluation criteria and metrics. The difference in this stage is that dy-

namic evaluation is performed in order to ensure incremental evaluation as the 

knowledge graph is continuously evolving. To that end, different sampling techniques 

like reservoir and stratified sampling can be leveraged for incremental evaluation (Gao 

et al., 2018). 

Advanced searching functionality 

The new framework extends the current functionalities of the document repository with 

the use of the knowledge graph for advanced searching. Given our heterogenous docu-

ment collection, in order to retrieve documents, the users had to rely on strict or fuzzy 

term matching inside the document and in the metadata when these were available. 

While this functionality remains unchanged as it presents a trivial approach towards 

document retrieval, we increase the searching abilities of the enhanced repository with 

knowledge graph label searching using SPARQL queries.  

For documents that previously had no metadata (1-star documents), this enables 

semantic searching to specific classes or attributes as defined in the domain-specific on-

tology. What is more, we can now search for a specific relation between the attributes or 

classes that are identified in the document, which was a previously unattainable func-

tionality. As a result, we enable semantic searching, limiting the results of our queries to 

only the ones that contain relevant documents, some of which would previously be un-

retrievable or returned as a small subset of a vast collection of results. This enhanced 

functionality, when applied to open data repositories, increases the transparency and ac-

cessibility of the repository. 



 

 

Case Study 

We investigate the application and effects of Doc2KG on the DIAVGEIA’s DMS. We 

reuse the European Union (EU) ISA2 (Interoperability Solutions for European Public 

Administrations) Core Vocabularies, European Legislation Identifier (ELI), schema.org 

and Dublin Core Metadata, that are W3C recommendations, for ontology modelling re-

lated to the defined concepts on DIAVGEIA and showcase the implementation process 

of the Knowledge Graph for DIAVGEIA by using Doc2KG. 

DIAVGEIA makes a perfect candidate for a case study due to the large docu-

ment volume coming from 3,677 public authorities, while on average, around 28,000 

decisions are uploaded every working day. Furthermore, it is an open document reposi-

tory that includes basic metadata and a PDF document for each decision. Therefore, and 

as already discussed, it exhibits big data characteristics with high volume, velocity and 

ill-structured format. 

DIAVGEIA 

DIAVGEIA is, first and foremost, an openness project designed with the goal to in-

crease transparency in government operations and provide enhanced accountability for 

citizens (transparency by design). The portal was initiated in October 2010, forcing all 

public administration bodies to publish their administrative acts and decisions in an 

open manner. Its name in Greek means transparency, denoting the goal for the imple-

mentation of this initiative. The documents are uniquely identified with the Internet Up-

loading Number (IUN) which is attached to each document. Based on the Greek law 

4210/2013 of the Ministry of Administrative Reform and e-Governance, administrative 

decisions and acts are valid only after publication at the portal. 

Administrative acts and decisions are an umbrella term for various types of deci-

sions, like laws, acts, executive orders, circulars, budgets and expenses, instruments of 

appointment, calls for job positions, reserve lists, acts of acceptance of donations, acts 

of funding, public contract awarding and more public proceedings. 

The administrative acts and decisions are uploaded in PDF format and include 

basic metadata information, including the protocol number of the document, date of 

publication, email of the publisher, subject of the document, type of act, organization of 

the signee, signee name, thematic area. Depending on the type of administrative act, ad-

ditionally, there is analogous information provided on the portal’s DMS. For example, 

when a decision is modified, it includes the IUN of the previous decision. When the act 

refers to expenses, it includes tax information of the institution and of the subcontractor, 

description of the subject, amount of the expense, etc. Similarly, if the act is about 

budget or funding, it includes information on the amount, the type of the budget and tax 

information of the institution receiving the funding. Finally, for administrative acts on 

contracts, it includes the tax information of the contractor.  

Currently, DIAVGEIA allows citizens and public servants to perform two types 

of basic search functionalities: simple keyword search and advanced search by using 

multiple criteria based on the metadata information like date range or type of adminis-

trative act. Registered users (any citizen or public servant) also have the ability to pro-

vide feedback regarding errors in the published decisions. Furthermore, the portal al-

lows users to visualize the organizational structure of a public institution and the num-

ber of published decisions by this body. Finally, any user can check the validity of any 



 

 

uploaded PDF file that includes a UIN. Developers can access information on DI-

AVGEIA by using the OpenDataAPI3 that constitutes an endpoint for making requests 

and queries over the metadata. 

Domain-specific ontology standards 

In the case of DIAVGEIA, we first have to identify the specific requirements in order to 

tie the portal to the domain ontology standards. In our case, the requirements are de-

scribed through the current OpenDataAPI, which provides access to the metadata avail-

able at the portal. Our work reuses and extends the DIAVGEIA ontology proposed by 

Beris and Koubarakis (2018). Although it consists of persistent URIs and reuses the ELI 

ontology for describing a decision as a LegalResource concept (ELI Task Force, 2016), 

it represents named entities like person and government institution without using exist-

ing EU standards. For this purpose, we focus on two main EU domain standards that 

match our use-case, the ISA2 Core Vocabularies and the ELI ontology, both designed by 

the European Commission for describing important entities and legal resources. Further-

more, for properties that cannot be aligned with the ISA2 Core Vocabularies, we con-

sider the existing standards schema.org and Dublin Core that are W3C recommenda-

tions and provide general data types and properties to be reused. 

Having identified all required components, we proceed with a heuristic align-

ment between the DIAVGEIA ontology and existing standards. This allows us to reuse 

the standards for our use case and also provides us with a detailed framework to build 

our knowledge graph. We represented the signer (dvg:signer) and present (dvg:present) 

concepts as object properties having as range the Person class from the Core Person Vo-

cabulary. We also considered all the government institution information as part of the 

PublicOrganisation class from the Core Public Organisation Vocabulary. This allows 

richer information about entities with higher connectivity within the knowledge graph 

due to the existence of more properties related to the subclasses of the ISA core vocabu-

lary. Furthermore, we map all xsd:date attributes to the date data type from the Dublin 

Core metadata (dc:date).  

Error! Reference source not found. presents the UML of the extended version 

of the core of DIAVGEIA ontology. Gray color indicates the original classes and yel-

low color the extended ones. 

 

 
3 https://DIAVGEIA.gov.gr/api/help 

https://diavgeia.gov.gr/api/help


 

 

 

Figure 2: UML model of the extended DIAVGEIA ontology. Gray color indicates the 

classes of DIAVGEIA ontology and the classes with yellow color are based on the ISA2 

Core Vocabularies. 

Doc2KG on DIAVGEIA 

The implementation of the Doc2KG Framework to DIAVGEIA’s DMS will enrich it 

with further functionalities, significantly improving the portal’s information transpar-

ency and accessibility over its current state. The current portal supports two types of us-

ers, government employees and citizens, and two access points, the web portal and the 

Application Programming Interface (API). Each user-type will be equally accommo-

dated by the future changes to the portal, under different scenarios, regardless of access 

method.  

Currently, government employees are the people responsible for populating the 

portal with new documents (Acts), and providing the metadata for each document. The 

citizens use DIAVGEIA to discover documents, searching through its database, using 

only the metadata. Specifically, government employees have access to upload data un-

der their accounts, while citizens do not need an account. Furthermore, a citizen can 

have different needs depending on his role. As an example, a citizen can search through 

the DMS to identify specific government decisions, or s/he can search for a certain 

cause, e.g., to identify all spending acts of a government branch. Regardless of the roles, 

the privileges, functionalities and UI remain the same.  

Due to the vast number of daily documents published in DIAVGEIA, the effort 

and costs to manually annotate them with metadata are unmanageable. Assuming, for 

example, 5 minutes average annotation time per document, it would have required 2000 

person-years for the current collection of DIAVGEIA documents to be annotated. Auto-

mating this process would result in massive cost-saving benefits. Even in the optimistic 



 

 

scenario of a reduced average annotation time per document, the overall cost would 

have been prohibitive. Moreover, and as discussed, this leads to ill-structured metadata 

that can cause some documents to be practically “hidden” in the repository. The imple-

mentation of Doc2KG will not only resolve these issues but will also further enhance 

the functionality of DIAVGEIA.  

Doc2KG has the ability to automate the information extraction process of identi-

fying all the previously required metadata information, thus reducing the workload of 

the government employees and allowing more time for them to focus on other aspects 

of their job. Moreover, by accurately identifying all the entities and their relations in a 

document, it will ensure that all documents will be adequately annotated, making them 

discoverable to everyone and resolving issues of missing metadata. This will not only 

affect future documents but also will enhance the current document collection. Further-

more, by linking the data through a knowledge graph, the retrieval process will also be 

improved as users will be able to search for specific entities and find all documents 

where that entity appears. What is more, using the knowledge graph, the document re-

trieval scope can be further limited to identify a specific type of connections between 

search terms using the graph’s labelled vertices and edges, further refining searches.  

As a direct effect, the functionality of DIAVGEIA will be both improved and 

extended and also become a powerful tool for both government employees and citizens 

alike.  

For the government, DIAVGEIA could be utilized as both a cost-cutting mecha-

nism and as a tool for an independent authority focused on anti-corruption. Doc2KG 

will instill the ability to identify all spending actions of a specific organization, making 

it easier to gain insight into its procured items, expenditure patterns and finally draw 

conclusions. For example, it will have the ability to refine the searches to filter transac-

tions with specific vendors, simplifying the process of identifying biases and abnormal 

purchases.  

For citizens, the previously described functionality will also hold, allowing Non-

Governmental Organizations (NGOs), journalists and citizens to identify misconduct 

and hold the government accountable.  

Finally, DIAVGEIA will be transformed into a tool for researchers and start-ups 

to acquire access to an extremely rich knowledge base for various use cases and needs 

(Goel, Kazemi, Brubaker, & Poupart, 2020; Zhang et al., 2020). Last, by providing ac-

cess to its knowledge graph through its API, it will constitute a massive open-data 

benchmark corpus that will promote research in areas such as graph completion (Rosso, 

Yang, & Cudré-Mauroux, 2020), link prediction (Rossi, Barbosa, Firmani, Matinata, & 

Merialdo, 2021), and entity linking (Mulang’ et al., 2020).  

Discussion 

In this paper, we proposed Doc2KG, a novel framework that handles both initial con-

version of a DMS to a knowledge graph and supports the perpetual population of the 

created knowledge graph with new documents. This is done with a combination of NLP 

techniques to facilitate Information Extraction and constrained solving techniques for 

knowledge graph creation and manipulation. Furthermore, we exhaustively discussed 

the potential effects of implementing Doc2KG on DIAVGEIA with respect to accessi-

bility, transparency and added functionality. To that, we created a heuristic mapping be-

tween the domain ontology standards suitable for the portal’s DMS and its metadata 

scheme, which enables the framework to operate with DIAVGEIA. We postulate that 

the implementation of Doc2KG will bring significant functionality improvements in 



 

 

both public and private sector organizations alike.  Our design principle of re-using con-

cepts (ontologies) as domain standards adds further value to previous research in the 

fields and highlights their importance.  

The framework’s performance is analogous to the performance of the individual 

components that comprise it. As a result, potential errors from the individual NLP ex-

traction tools, inaccuracies during the restriction complied creation of the knowledge 

graph and miss-identifications of entities during knowledge graph enrichment will af-

fect the final performance of the framework.  

In our approach, we mitigate the propagated error from the NLP tools via re-

strictions compliance checking. By applying domain ontology standards, we discard se-

mantically inaccurate RDF candidates, lowering the probability of false nodes being in-

troduced to the knowledge graph. However, this is not true for false negatives (i.e., fail-

ure to identify entities of interest), as we will have no way to introduce them in the 

knowledge graph. During our knowledge graph creation approach, we only consider the 

most probable matches and the routine’s performance is heavily based on the user-de-

fined threshold. A very high threshold, meaning a low number of top candidates (k) can 

result in the elimination of a correct RDF triple, while a very low threshold will be com-

putationally expensive. What is more, this parameter varies depending on the domain of 

application and the quality of the existing domain-specific ontology standards during 

the similarity score calculation process. Finally, miss-aligning entities found in novel 

text with entities in the knowledge graph will create inconsistencies to the final graph, 

degrading the abilities to ensue functionalities such as accurate document retrieval.  

Further limitations apply depending on the domain of application and the availa-

ble resources for it. Domains that have specialized vocabularies (e.g., medical, law, etc.) 

depend on specialized models that can identify entities of interest. Moreover, in cases 

such as DIAVGEIA, the scarcity of available language resources introduces further lim-

itations. As a result, the performance of the respective NLP tools is based on the ability 

to train models for the respective language. In the case of DIAVGEIA, GreekBERT 

(Koutsikakis et al., 2020) provides a perfect resource for this domain along with 

Spacy’s pre-trained NER and CP models. For the remaining tasks, utilizing multilingual 

models provide the desired functionality (Cruz et al., 2020; De Cao et al., 2021). Over-

all, multilingual models have shown significant improvement in the latest research 

(Baumann, 2019; Gromann, 2020). 

In addition, there is no single performance measure approach that can capture 

the success of a created knowledge graph directly. Careful consideration needs to be 

taken on the selection of metrics to be used for evaluation based on the knowledge 

graph domain and the ontology. Quality measures and characteristics should be clearly 

defined to achieve a robust quality assessment. What is more, using ML can facilitate 

the fast and automated process of linked data evaluation without need of human inter-

vention. However, it is highly dependent on the information provided in the extracted 

training features. It is important to have a rich linked data profile in the knowledge 

graph that will allow high quality features to train a ML classifier. Finally, approaches 

such as graph sampling and SHACL can be utilized to evaluate specific areas of the cre-

ated graph, however significant attention needs to be taken on the amount of SHACL 

constraints as a high number of constraints could severely affect recall of the knowledge 

graph creation.  

Conclusively, in order to create an accurate knowledge graph representation of a 

document collection with the versatility to handle all the domain requirements, domain 

ontology standards are required. These standards will ensure the correct structure of the 

classes, labels and relations between the created knowledge graph nodes. Similarly, the 



 

 

performance is also heavily based on the existence of NLP resources in the form of ei-

ther pre-trained models or training data to create models.  In low-resource languages 

and specific domains, multilingual approaches and domain adaption techniques can 

serve as a substitute to provide the desired functionality (Baumann, 2019; Rietzler et al., 

2020).  

Apart from DIAVGEIA, Doc2KG can be applied to other large document repos-

itory collections, public and private. In the same domain, potential applications include 

the Federal Depository Library Program4 (FDLP) in United States. Similarly, National 

Libraries, such as the National Depository Library in Finland, can use Doc2KG to in-

crease their functionality and make their systems more accessible and manageable. Go-

ing further, our framework is robust and can be also used in the private sector, given the 

existence of domain standards for the respective company’s sector.   

Conclusion 

In this paper, we proposed a framework that handles both the initial conversion of a 

DMS to a knowledge graph and supports the further enrichment of the created 

knowledge graph, which is achieved by reusing pre-existing ontology standards. More 

specifically, we proposed a combination of NLP tools to extract semantic information 

from documents and build RDF triples, a restriction compliance approach based on do-

main-specific ontology standards and a knowledge graph enrichment methodology to 

handle the addition and automatic indexing of new documents as they become available. 

Consequently, Doc2KG enables the implementation of intelligent features and the mod-

ernization of DMS, increasing their functionality.  

By reusing pre-existing domain ontology standards, we built upon previous re-

search, proving the value of such ontologies by domain experts. The implementation of 

the Doc2KG framework can be useful in both the private and public sectors. Currently, 

the domain-specific sampling number (k), required during the Ontology-constrained 

Knowledge Graph creating is manually defined as it heavily depends on the quality of 

the given ontology. As such, further research is required on effective methodologies of 

automatically selecting k candidates during the sampling process as well as evaluating 

its impact on the created knowledge graph. 
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