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Abstract. The prediction of the Translation Initiation Site (TIS) in a genomic
sequence is an important issue in biological research. Although several methods
have been proposed to deal with this problem, there is a great potential for the
improvement of the accuracy of these methods. Due to various reasons, includ-
ing noise in the data as well as biological reasons, TIS prediction is still an open
problem and definitely not a trivial task. In this paper we follow a three-step
approach in order to increase TIS prediction accuracy. In the first step, we use a
feature generation algorithm we developed. In the second step, all the candidate
features, including some new ones generated by our algorithm, are ranked ac-
cording to their impact to the accuracy of the prediction. Finally, in the third
step, a classification model is built using a number of the top ranked features.
We experiment with various feature sets, feature selection methods and classifi-
cation algorithms, compare with alternative methods, draw important conclu-
sions and propose improved models with respect to prediction accuracy.

1 Introduction

The rapid progress of computer science in the last decades has been closely followed
by a similar progress in molecular biology. Undoubtedly, the use of computational
tools has given a boost in the collection and analysis of biological data, creating one
of the hottest areas of research, namely bioinformatics. Molecular biology deals with
the study of the structure and function of biological macromolecules. During the last
decade, the field of data mining and knowledge discovery provided the biologists with
a new set of tools for high performance processing of large volumes of data. As a
multidisciplinary field, data mining uses techniques from various other areas, such as
artificial intelligence, machine learning, statistics, database technology, etc.

Genomic sequences represent a large portion of the biological data that require the
use of computational tools in order to be analyzed. Despite the rapid developments of
the ongoing research in this field, there is still limited knowledge about the role that
each part of these molecules plays and how this relates to other parts. The large size
of the sequences and the numerous possible features are the main reasons behind the
urgent need for representation, algorithmic and mathematical methods that allow for
the efficient analysis of such data and the delivery of accurate and reliable knowledge



to the domain expert. Depending on the problem tackled, pattern discovery and classi-
fication are two of the most common tasks usually performed on these symbolic se-
guences, that consist of an alphabet of nucleotides or amino acids.

Translation, along with transcription and replication, are the major operations that
relate to biological sequences. The recognition of Translation Initiation Sites (TISS) is
essential for genome annotation and for better understanding of the process of transla-
tion. It has been recognized as one of the most critical problems in molecular biology
that requires the generation of classification models, in order to accurately and relia-
bly distinguish the valid TISs from a set of false ones. However, the traditional ma-
chine learning methods are not directly applicable to these data.

The necessity to adapt these methods to this kind of problems has been the motiva-
tion behind our research. Although many approaches have been proposed to deal with
this problem, there is a great potential for the improvement of their accuracy. In this
paper we apply data mining to tackle the problem of the prediction of TISs in DNA
sequences. We use a large number of features and different classifiers in order to
build more accurate models. Some of the features are directly extracted from the raw
sequences, concerning the nucleotides present at each position of the sequence, but
most of them are generated. Along with the features already discussed in other papers,
we generate and propose the use of some new ones. We show that a combination of
these features improves the accuracy of the prediction models. In order to select the
best features, various ranking algorithms are utilized to evaluate the contribution of
each feature to the accuracy of prediction. After a number of the best features is se-
lected, we use various algorithms to build classification models. We present the re-
sults of our experiments, we compare them with other methods and finally, we draw
interesting conclusions. For our experiments we used a real world dataset that con-
tains processed DNA sequences collected from vertebrate organisms.

This paper is outlined as follows: In the next section we briefly present the relative
work in the area of TIS prediction. In section three we describe the problem and pro-
vide the background knowledge. In section four we present the dataset and the ap-
proach selected. Section five contains the results of our experiments and finally, in
section six we present our conclusions as well as some directions for future research.

2 Related Work

Since 1982 the prediction of TISs has been extensively studied using biological ap-
proaches, data mining techniques and statistical models. Stormo et al. [17] used the
perceptron algorithm to distinguish the TISs. Meanwhile, in 1978 Kozak and Shatkin
[9] had proposed the ribosome scanning model, which was later updated by Kozak
[7]. According to this model, translation initiates at the first start codon that has an
appropriate context. Later, in 1987 Kozak developed the first weight matrix for the
identification of TISs in cDNA sequences [6]. The following consensus pattern was
derived from this matrix: GCC[AG]CCatgG. The bold residues are the highly con-
served positions.

Pedersen and Nielsen [13] made use of artificial neural networks (ANNS) to predict
which AUG codons are TISs achieving an overall accuracy of 88% in Arabidopsis



thaliana dataset and 85% in vertebrate dataset. Zien et al. [20] studied the same verte-
brate dataset, but instead of ANNs employed support vector machines using various
kernel functions. Hatzigeorgiou [3] proposed an ANN system named “DIANA-TIS”
consisting of two modules: the consensus ANN, sensitive to the conserved motif and
the coding ANN, sensitive to the coding or non-coding context around the initiation
codon. The method was applied in human cDNA data and 94% of the TISs were cor-
rectly predicted. Salamov et al. [16] developed the program ATGpr, using a linear
discriminant approach for the recognition of TISs by estimating the probability of
each ATG codon being the TIS. Nishikawa et al. [12] presented an improved pro-
gram, ATGpr_sim, which employs a new prediction algorithm based on both statisti-
cal and similarity information. This new algorithm exploits the similarity to known
protein sequences achieving better performance in terms of sensitivity and specificity.
Zeng et al. [19] used feature generation and correlation based feature selection
along with machine learning algorithms. In their study, used a large number of k-gram
nucleotide patterns. Using a ribosome scanning model and the selected features they
achieved an overall accuracy of 94% on the vertebrate dataset of Pedersen and Niel-
sen. In [11] the three-step approach followed in [19] (feature selection, feature gen-
eration and feature integration) is also presented. They discuss various methods for
feature selection and describe the use of different classification algorithms. Later, in
[10] the same three-step method was used, but k-gram amino acid patterns were gen-
erated, instead of k-gram nucleotide patterns. A number of the top ranked features
were selected by an entropy based algorithm and a classification model was built for
recognition of TISs applying support vector machines or ensembles of decision trees.

3 Background Knowledge and Problem Description

The main structural and functional molecules of an organism’s cell are proteins. An-
other important family of molecules are nucleic acids. The most common nucleic ac-
ids are deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). DNA is the genetic
material of almost every living organism. RNA has many functions inside a cell and
plays an important role in protein synthesis. Both proteins and nucleic acids are linear
polymers of smaller molecules (monomers). The term sequence is used to refer to the
order of monomers that compose the polymer. A sequence can be represented as a
string of different symbols, one for each monomer. There are twenty protein mono-
mers called amino acids and five nucleic acid monomers called nucleotides. Every
nucleotide is characterized by the nitrogenous base it contains: adenine (A), cytosine
(C), guanine (G), thymine (T), or uracil (U). DNA may contain a combination of A,
C, G,and T. In RNA U appears instead of T. A sequence of nucleotides has two ends
called the 5 and the 3’ end. Moreover, it is directed from the 5 to the 3’ end
(5'— 3'). Proteins and nucleic acids are called macromolecules, due to their length.

Proteins are synthesized by the following process. DNA is transcribed into a mes-
senger RNA (mRNA) molecule (transcription). Then mRNA is used as template for
the synthesis of a protein molecule (translation). In our setup, we focus on the process
of translation, which is further explained below.



An organelle called ribosome is the “factory” where translation takes place. The
MRNA sequence is scanned by the ribosome, which reads triplets of nucleotides
named codons. Thus, a protein of n amino acids is coded by a sequence of 3n nucleo-
tides. Some amino acids are coded by more than one codon. There are three different
ways to read a given sequence in a given direction. Each of these ways of reading is
referred to as reading frame. The first reading frame starts at position 1, the second at
position 2 and the third at position 3 of the sequence. The reading frame that is trans-
lated into a protein is named Open Reading Frame (ORF).

Translation, usually, initiates at the AUG codon nearest to the 5" end of the mRNA
sequence. However, there are some escape mechanisms that allow the initiation of
translation at following, but still near the 5" end AUG codons. These mechanisms of
translation initiation make more difficult the recognition of the TIS on a given ge-
nomic sequence. Also, GUG and UUG sometimes are used as start codons, but this
rarely happens in eukaryotes [8]. Moreover, there are three stop codons encoding the
termination of translation (UAG, UAA and UGA). After the initiation of translation,
the ribosome “reads” the mRNA codon by codon. For each codon “read” a transfer
RNA (tRNA) molecule brings the proper amino acid. The amino acid is added to the
protein chain, which, by this way, is elongated until a stop codon is reached.

A codon that is contained in the same reading frame with respect to another codon
is referred to as “in-frame codon”. The coding region of an ORF is bounded by the
initiation codon and the first in-frame stop codon. The direction of translation is
5 — 3. We name upstream the region of a nucleotide sequence from a reference
point towards the 5" end. Respectively, the region of a nucleotide sequence from a
reference point towards the 3' end is referred to as downstream. In TIS prediction
problems the reference point is an AUG codon. The above are illustrated in Fig. 1.

direction of translation
coding region
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Fig. 1. Translation initiation - The ribosome scans the mRNA until it reads an AUG codon. If
the AUG codon has appropriate context, then probably the translation initiates at that site

4 Materials and Methods

In this section we describe the dataset and the three step approach we followed in or-
der to improve the classification accuracy.



4.1 Dataset

The original dataset we use consists of 3312 genomic sequences collected from vari-
ous vertebrate organisms. These sequences were extracted from GenBank, the US
NIH genetic sequence database [2] and only those sequences with an annotated TIS
are included. The dataset is publicly available in [5]. The DNA sequences have been
processed in order to remove the interlacing non-coding regions (introns) and their
alphabet consists of the letters A, C, G and T. Thus, a candidate initiation codon is
referred to as ATG codon instead of AUG codon. These sequences contain 13503
ATG codons in total, whereof 3312 of them are TISs.

4.2 Feature Generation

In order to build the classification models, we generate a large number of frequency
counting features. Among them is a set of k-gram nucleotide patterns, i.e. nucleotide
sequences of length k. For example, A, C, G and T are the four 1-grams for a DNA
sequence. AA, AC, AG, AT are four of the sixteen possible 2-grams. Each k-gram
nucleotide pattern is an individual feature. Also, the in-frame 3n-grams are generated
(n is a positive integer). For instance, the feature IN_GCC counts the in-frame GCC
codons.

Apart from k-grams, we also generate a new set of features of the form
IN_POS_k_X, where 1<k < 3 and X is any nucleotide. By POS_k we mean the posi-
tion k at an in-frame codon. For example, in the sequence of Fig. 2 the value of
IN_POS_2 C is 4. Moreover, we generate a number of new features to count the dif-
ferences of the frequencies between the nucleotides. For example, we consider the
feature A/G-T/C_DIF, which counts the difference of thymines and cytosines from
the adenines and guanines (A + G- T - C).

123 123 123 123
¥ GCC ACC ATG GCA TCG 3

Fig. 2. The positions of the nucleotides inside the in-frame codons

We also consider the same features twice; first, for upstream and second, for
downstream nucleotides. For example, for feature F we calculate UP_F, which counts
the frequency of F upstream of the ATG and DOWN_F, which counts the frequency
of F downstream of the ATG. A set of new features we use is based on the difference
between upstream and downstream occurrences. These features are denoted as
UP_DOWN_F_DIF. For example, UP_DOWN_A/G_DIF counts the difference be-
tween upstream and downstream frequencies of adenines and guanines.

The following binary features are also included: DOWN_IN_STOP and
AJG_POS_-3. The former indicates the existence of a downstream stop codon (TAA,
TAG or TGA) inside the same reading frame of the ATG. The latter indicates the
presence of an adenine or a guanine at position -3, according to Kozak’s consensus
pattern. The position of the A of the ATG codon is considered to be the position +1
and the numbering increases for the next nucleotides. The nucleotide preceding the A
of the ATG codon is at position —1, and the numbering decreases for upstream nucleo-



tides (Fig. 3). Finally, each position of the window is also considered as an individual
feature (i.e. POS_+3).

6 -5 -4 -3 2 -1 +1 42 +3 +4 +5 +6 +7 +8 +9
5 GCCACCATGGCATCG 3

Fig. 3. The positions of the nucleotides relative to an ATG codon

We have developed an iterative algorithm to generate all the above described fea-
tures. At each iteration a sequence is read from the given dataset. Then, the sequence
is scanned and when an ATG codon is found, a window centered at this codon is cre-
ated. The window covers N nucleotides upstream and N nucleotides downstream of
the ATG. N is given by the user. After the window is created, it is scanned once for
each feature in order to calculate its value. The calculated value for a certain feature
may be a frequency count, a binary value or a nominal value for the features concern-
ing the nucleotide presence at each position of the window. The positions that do not
correspond to any nucleotide, because the segment of the sequence is shorter than the
end of the window, are denoted as unknown by the symbol “?”. When the values of
all the features have been calculated, they are stored in an output file as a new record.
This file is the input for the feature selection algorithms.

4.3 Feature Selection

Zeng et al. in [19] used k-gram nucleotide patterns for 1 <k <5. Their study illustrated
that the use of 4-grams or 5-grams does not improve the classification accuracy. We
used k-grams for 1 < k < 6 (also in-frame 3-grams and 6-grams were used) and ob-
served that k-grams for k > 3 could not improve the classification accuracy. Therefore,
we focused on the k-gram nucleotide patterns for k < 3. We experimented with various
window lengths and we present detailed results for a window of 189 nucleotides. We
used three evaluation measures, information gain measure, gain ratio measure and
chi-squared statistic in order to rank the candidate features. A number of features ex-
posing a good ranking in all tests were selected. Table 1 shows the feature set pro-
posed in [19], the new features we propose and the best ones finally selected.

Table 1. The basic features considered in our study

Features in [19]

New Features

Best Features

POS_-3
UP_IN_ATG
DOWN_ IN_CTG
DOWN_ IN_TAA
DOWN_ IN_TAG
DOWN_ IN_TGA
DOWN_ IN_GAC
DOWN_ IN_GAG
DOWN_ IN_GCC

DOWN_IN_POS 2 T
DOWN_IN_POS_3 C
DOWN_ IN_POS_1_G
UP_DOWN_A/G_DIF
UP_DOWN_C/T_DIF

POS_-3

UP_ATG
UP_IN_ATG
DOWN_IN_STOP
DOWN_IN_POS 2. T
DOWN_IN_POS_3 C
DOWN_ IN_POS_1 G
UP_DOWN_A/G_DIF
UP_DOWN_C/T_DIF




4.4 Classification

We use three different classification algorithms to test the improvement in accuracy
achieved by the use of the new features. The first is C4.5 [15], a decision tree con-
struction algorithm. The second is a propositional rule learner, called Repeated In-
cremental Pruning to Produce Error Reduction or RIPPER in short [1]. The last algo-
rithm is a Naive Bayes classifier [4]. We run each algorithm applying 10-fold cross
validation, which is generally considered to be one of the most reliable accuracy esti-
mation methods. Moreover, each experiment is repeated ten times and the average
results are used for the comparisons.

The results of cross validation are evaluated according to some standard perform-
ance measures (Table 2). Sensitivity or TP Rate measures the proportion of the cor-
rectly classified TISs over the total number of TISs. Specificity or TN Rate measures
the proportion of the correctly classified non-TISs over the total number of non-TISs.
Precision measures the proportion of the correctly classified TISs over the total num-
ber of the instances classified as TISs. Finally, accuracy measures the proportion of
the correctly classified instances over the total number of instances. Zeng et al. [19]
use another performance measure, named adjusted accuracy. This measure is useful
when the dataset is skewed, namely when one class has significantly more instances
than the other. This is also the case with our dataset, since the number of non-TISs is
significantly larger than the number of TISs and so we included it in our experiments.

Table 2. Measures of cross validation performance (TP: True Positives, TN: True Negatives,
FP: False Positives, FN: False Negatives)

e TP
Sensitivity (TP Rate) ———— TP + TN

TP + FN |Accuracy P + FP + TN + FN

e TN
Specificity (TN Rate) N L EP N -
" TP Adjusted Accuracy Sensitivity + Specificity
Precision - >
TP + FP

5 Experiments and Discussion

For the conduction of our experiments we used the Weka library of machine learning
algorithms [18]. In order to compare our new features with the features proposed in
the work of Zeng et al. [19] we have built classifiers using C4.5, RIPPER, and Naive
Bayes and three feature sets. The first feature set (denoted as [19]) contains the nine
features proposed in [19]. The second (denoted as [19] + New) contains the features
proposed in [19] along with the new features we propose and the third (denoted as
Best) contains the best features selected, namely a combination of the features con-
tained in the second feature set with some already studied features (see Table 1). We
discovered that the new features improve the classification accuracy of the three clas-
sifiers. When the second of the aforementioned feature sets is used with the C4.5 clas-



sifier the accuracy increases from 88.63% to 91.44% (3.17% improvement). With the
RIPPER classifier the accuracy increases from 88.31% to 92.11% (4.30% improve-
ment) and finally with the Naive Bayes classifier the accuracy increases from 85.21%
to 87.08% (2.19% improvement). Better results are reported when the third feature set
is used, where the improvement in accuracy ranges from 6.23% to 6.70%. The results
of our experiments are listed in Table 3, while the graphs in Fig. 4 display the accu-
racy and the adjusted accuracy achieved by each of the three classifiers.

Table 3. Classification performance of the three classifiers using 10-fold cross validation for

the features presented in Table 1

. I i . Adjusted
Features [Algorithm  Sensitivity Specificity Precision Accuracy Accuracy
C4.5 93.78%  72.79% 91.38% 83.29% 88.63 %
[19] RIPPER 9252%  75.36% 92.03% 83.94% 88.31%
Naive Bayes 85.77% 83.49% 94.11% 84.63% 85.21 %
[19] C4.5 9495% 80.64% 93.78% 87.80% 91.44%
+ New RIPPER 9483% 83.74% 94.72% 89.29% 92.11%
Naive Bayes 85.75% 91.17% 96.76 % 88.46 % 87.08 %
C4.5 97.09% 85.65% 9542% 91.37% 94.28%
Best RIPPER 96.66 %  86.77% 95.74 % 91.71% 94.23%
Naive Bayes 90.58%  90.32% 96.64 % 90.45% 90.52 %
[19] C4.5 96.33%  88.48% 96.26 % 9240% 94.40 %
L DIST RIPPER 95.83% 88.95% 96.39 % 92.39% 94.14 %
Naive Bayes 87.49% 8752% 9557 % 87.50% 87.50 %
[19] C4.5 96.73% 89.11% 96.47 % 92.92% 94.86 %
+ New RIPPER 96.15% 90.23% 96.80 % 93.19% 94.70%
+ DIST Naive Bayes 85.73% 91.54% 96.89 % 88.63% 87.15%
Best C4.5 98.07% 93.07% 97.75% 9557 % 96.84 %
+DIST RIPPER 97.62% 93.08% 97.75% 95.35% 96.51 %
Naive Bayes 89.41% 90.65% 96.71% 90.03% 89.72 %
[19] C4.5 95.08%  76.29% 92.50 % 85.69% 90.47 %
+ ORDER RIPPER 9489% 7656 % 9257 % 85.72% 90.39 %
Naive Bayes 85.40% 87.77% 95.55% 86.59 % 85.98 %
[19] C4.5 95.71% 81.12% 93.98% 88.42% 9214 %
+ New RIPPER 95.34%  8355% 94.69 % 89.44% 92.45%
+ ORDER [Naive Bayes 8556 % 91.20% 96.76 % 88.38% 86.94%
Best C4.5 97.04%  85.63% 9541% 91.34% 94.24%
+ ORDER RIPPER 96.56 %  86.89% 95.77 % 91.72% 94.19%
Naive Bayes 87.59% 90.23% 96.50 % 88.91% 88.24%

In order to further improve the accuracy of classifiers we include the distance fea-

ture (DIST) used in [19], which counts the distance of the current ATG codon from
the beginning of the sequence. This feature improves sensibly the accuracy in all
cases. However, in many occasions the sequence length is not precisely known. It is
possible for a sequence to lack some nucleotides from its start. Generally, the error-
free sequences are rare. Thus, the use of feature DIST is not appropriate for every



dataset. Aiming to treat this problem we use a new feature that counts the order of the
ATG codon inside the sequence (ORDER). Although this feature is also affected by
the aforementioned problem, it is less sensitive in such situations. For instance, if a
part from the 5'end of a sequence that does not contain any ATGs is missing, then the
feature DIST will not measure the actual distance of an ATG from the beginning of
the sequence. On the other hand, the feature ORDER will refer to the actual order.
Under these conditions, the scientist who wishes to deal with TIS classification should
focus more on the features related to the context of the ATG codon than the use of
distance or order features.
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Fig. 4. Comparison of the accuracy and adjusted accuracy achieved by the three classifiers
using 10-fold cross validation for the features presented in Table 1. The experiments were re-
peated, once including the feature DIST (Basic + DIST), once including the feature ORDER
(Basic + ORDER) and once including none of the above two features (Basic)

As shown in the graphs of Fig. 4, the feature DIST improves sensibly the predic-
tion accuracy. The feature ORDER also improves the prediction accuracy, but less
notably. However, this is not the case when the Naive Bayes classifier is used. In this
case the use of the DIST or ORDER feature decreases the classification accuracy,



when the best features are used. Moreover, all the metrics indicate an improvement in
performance. In particular, the increase in sensitivity and specificity together denotes
that both TISs and non-TISs are classified more accurately. However, some excep-
tions are observed. For example, sensitivity decreases when using the second feature
set ([19] + New) along with Naive Bayes classifier. Also, in the same case specificity
increases more than sensitivity is reduced. Since our dataset is skewed, as already
discussed, the accuracy of prediction decreases as opposed to the adjusted accuracy
that increases. More detailed results of our experiments can be found in the following
URL: http://mlkd.csd.auth.gr/T1S/index._html.

6 Conclusions and Future Work

The prediction of a TIS in a genomic sequence is very interesting topic in molecular
biology. It is not a trivial task and the reasons for this are manifold. First of all, the
knowledge about the process of translation is limited. It is known that in more than
90% of the mRNA of eukaryotic organisms the translation initiates at the first AUG
codon. However, there are some mechanisms that prevent the initiation of translation
at the first AUG codon. Moreover, the available sequences are not always complete
and contain errors. For example, due to errors in the dataset used in our study more
than 40% of the sequences contain an ATG codon downstream of the true TIS. The
same observation was made by Peri and Pandey [14]. They also noticed that most
initiation codons contain three or more mismatches from Kozak’s consensus pattern.
Finally, the translation is affected not only by the primary structure of mRNA (the
order of nucleotides in the sequence), but by the secondary structure as well (the
structure that forms mRNA after folding). This is a point to wonder if any significant
improvement in accuracy of classifiers can be achieved by just considering the pri-
mary structure of the genomic sequences.

In this paper, we considered the utilization of a set of new features in order to
achieve better accuracy for the prediction of Translation Initiation Sites in genomic
sequences. For this purpose we developed a feature generation algorithm, which uses
a window of variable length in order to calculate the values of each feature. We ap-
plied our algorithm on a real-world dataset that contains processed DNA sequences
from vertebrates. We used various algorithms for the evaluation and selection of the
features. After extensive experimentation we discovered that the use of these features
improves the accuracy of a number of different classifiers. In some cases the accuracy
reaches 97%, which, under the issues discussed is considered more than satisfactory.

We conclude by providing some directions for future work. There is a great variety
of features that can be generated and describe a genomic sequence. Only a portion of
them has been so far studied. Our future plans involve the experimentation with novel
features, especially those that indicate periodic occurrences of nucleotides. The study
of features that incorporate information about the secondary structure of mMRNA is
also another concern. Additionally, we aim to use more datasets in order to verify the
results and study the impact of the features we proposed in other kind of organisms.
Finally, experiments with a larger range of window sizes are also under consideration.
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