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Abstract. The constantly expanding medical libraries contain immense
amounts of information, including evidence from healthcare research.
Gathering and interpreting this evidence can be both challenging and
time-consuming for researchers conducting systematic reviews. Techno-
logically assisted review (TAR) aims to assist this process by finding as
much relevant information as possible with the least effort. Toward this,
we present an incremental learning method that ranks documents, previ-
ously retrieved, by automating the process of title and abstract screening.
Our approach combines a learning-to-rank model trained across multiple
reviews with a model focused on the given review, incrementally trained
based on relevance feedback. The classifiers use as features several sim-
ilarity metrics between the documents and the research topic, such as
Levensthein distance, cosine similarity and BM25, and vectors derived
from word embedding methods such as Word2Vec and Doc2Vec. We test
our approach using the dataset provided by the Task II of CLEF eHealth
2017 and we empirically compare it with other approaches participated
in the task.
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1 Introduction

Evidence-Based Medicine (EBM) is an approach to medical practice that makes
thorough and explicit use of the current best evidence in making decisions about
the care and treatment of patients. Clinicians practice EBM by integrating their
expertise with the best available external clinical evidence from systematic re-
views [25]. A systematic review attempts to collect all empirical evidence that
fits pre-specified eligibility criteria in order to answer a specific research ques-
tion by minimizing the bias and thus providing more reliable findings [9]. The
creation of a systematic review usually includes the following three stages [13]:

1. Document retrieval: Information specialists build a Boolean query and
submit it to a medical database, which returns a set of possibly relevant
studies. Boolean queries typically have very complicated syntax and consist



Listing 1.1. Part of a boolean query constructed by Cochrane experts. Retrieved from
Task II of CLEF eHealth 2017 (Topic ID: CD007394).

exp Ovarian Neoplasms/

Fallopian Tube Neoplasms/

((ovar* or fallopian tubex) adj5 (cancerx or tumorsx
or tumourx or adenocarcinoma* or carcinox or
cystadenocarcinomax or choriocarcinoma* or malignanx
or neoplasx or metastax or mass or masses)).tw,ot.

of multiple lines. An example of such a query can be found for reference in
Listing

2. Title and abstract screening: Domain experts go through the title and
abstract of the set of documents retrieved by the previous stage, perform a
first level of screening and remove irrelevant studies.

3. Document screening: Experts go through the full text of each document
that passes the screening of the previous stage to decide whether it will be
included in their systematic review.

Considering the rapid pace with which medical databases are expanding and
the amount of information they contain, collecting and interpreting evidence into
reviews requires time, skills and resources making it very challenging for health
care providers and researchers. Organizations such as Cochrand’| the Centre for
Reviews and Disseminatiorﬂ and the Joanna Briggs Institutq’| respond to this
challenge by producing high-quality systematic reviews in health care. However,
the specificity of boolean searches is usually low, hence the reviewers often need
to look manually through thousands of articles, in tight timescales, in order to
identify only the relevant ones [I7]. Therefore, identifying all relevant studies
and minimizing the bias in the selection are still very complex tasks [20/3].

This paper presents an approach for assisting experts in the second stage
of creating systematic reviews, by ranking the set of documents retrieved by a
Boolean query search. Our approach is based on text mining techniques and com-
bines an inter-review learning-to-rank method with an intra-review incremental
training method. Both similarity measures and vectors extracted by word em-
bedding methods are used as features to the classifiers. We test our approach
using the dataset provided by Task II [13] of the CLEF eHealth 2017 lab [7] and
compare it with other approaches submitted to the task. Finally, we evaluate
the performance of the different features extracted. A preliminary version of this
work [2] was presented at the CLEF eHealth 2017 lab.

The rest of the paper is organized as follows: After providing related work
in Section [2| we introduce our approach in ranking documents retrieved by a
boolean query in Section [3} In Section [@] we describe our empirical study by

http://www.cochrane.org/
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3 http://joannabriggs.org/



http://www.cochrane.org/
https://www.york.ac.uk/crd/
http://joannabriggs.org/

presenting the data and the evaluation process we followed for our classification
methods, while final conclusions and future work are outlined in Section [f]

2 Related Work

Several approaches have been proposed in the past to automate the different
processes of creating a systematic review. Most of them are particularly focused
on reducing the burden of screening for reviewers. These approaches are based on
text mining [3TI20/TT] along with active learning [8I30] or learning-to-rank [22].
Furthermore, different systems and platforms have been developed. Abstrackr
[23] and Rayyan [2I] use a semi-automatic active learning way to perform cita-
tion screening, while Cochrane Crowd? is an online collaborative platform that
categorizes health care evidence.

The recently organized task on Technologically Assisted Reviews in Empirical
Medicine [13] of CLEF eHealth 2017 [7], with a focus on Diagnostic Test Ac-
curacy (DTA), aimed to bring together academic, commercial, and government
researchers that conduct experiments and share results on automatic methods to
retrieve relevant studies. Specifically, a set of research topics were provided to the
participants. The topics were constructed by Cochrane experts and each topic
contained the title of a systematic review and the corresponding boolean query.
The set of documents returned from the query were also provided. The partici-
pants were asked to rank the documents so as: (i) to produce an efficient ordering
of the documents such that all of the relevant abstracts are retrieved as early as
possible, and (ii) to identify a subset of documents which contains all or as many
of the relevant abstracts for the least effort (i.e. total number of abstracts to be
assessed). Fourteen teams participated in the task and presented their work.
Several teams developed Learning-to-Rank approaches [10J26/4], while others
adopted active learning techniques [632]. Two teams worked with neural net-
works and deep learning [27JT6]. Furthermore, participants represented the tex-
tual data in a variety of ways, including topic models [29/12], TF-IDF [I] and
n-grams [19].

3 Owur Approach

Our approach comprises two consecutive supervised learning models. The first
model is a learning-to-rank binary classifier that considers a topic-document
pair as input and whether the document is relevant to the systematic review
or not as output (Figure . This inter-review model is used at the first stage
of our approach in order to obtain an initial ranking of all documents returned
by the Boolean query of an unseen test topic. The second model is a standard
binary classifier that considers a document of the given test topic as input and
whether this document is relevant to the test topic as output. This intra-review
model is incrementally trained based on relevance feedback that it requests after

4http://crowd.cochrane.org/
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Fig. 1. Training of the inter-review model.

returning one or more documents to the user. The first version of this model
is trained based on feedback obtained from the top k ranked documents by the
inter-review model (Figure . The re-ranking of subsequent documents is from
then on based solely on the intra-review model (Figure [3)).

3.1 Inter-review model

The inter-review model is a learning-to-rank model that ranks the set of doc-
uments according to their relevance and importance to the topic. Each topic-
document pair is represented by a multi-dimensional feature vector, and each
dimension of the vector is a feature indicating how relevant or important the
document is with respect to the topic [22]. In total, 31 features were extracted.
Most of the features (1-26) are simple similarity features and they are computed
by considering the similarity of different fields of the document (title, abstract),
with different fields of the topic (title, boolean query), using a variety of similar-
ity measures, such as the number of common terms between the topic and the
document parts, Levenshtein distance, cosine similarity and BM25 [28]. The text
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Fig. 2. Ranking with the inter-review model. Initial training of the intra-review model.
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Fig. 3. Continuous re-ranking of subsequent documents and incremental re-training of
the intra-review model.

in these cases is represented either as simple word tokens or as TF-IDF vectors.
The remaining 5 features (27-31) are also similarity measures between the topic
and the document but the text representations are word embeddings extracted
from methods such as Word2Vec [18] and Doc2Vec [15].

Table [I] presents the features which we employed in our model. Two of these
features depend only on the topic, denoted with 7" in the Category column of
Table [1], as opposed to the rest of the features that are dependent on both the
topic and the document, denoted with 1" — D. Details about the features are
listed below.

1. We consider two fields of a document d: the title and the abstract. The
column Document field indicates which field is used by the feature.

2. We consider two fields of a topic: the title ¢, consisting of tokens t;, and the
Medical Subject Headings (MeSH) m extracted from the boolean query.

3. |C| is the total number of documents in the document collection. |d| denotes
the length, the number of tokens d;, of a document d considering a specific
field. Document frequency df (¢;) is the number of documents containing ¢;.

4. The number of occurrences of title tokens or MeSH of the topic in a document
d is denoted as ¢(t,d) and ¢(m, d), respectively.

5. In features 1-20 a simple string tokenization of the text is considered.

6. The levenshtein(z,y) stands for the Levenshtein distance string metric. The
v value is user defined.

7. The BM25 score is computed as in [24].

8. The vocabulary and inverse-term frequency (idf) of tf-idf is fitted on the
topic’s title.

9. In feature 25-26, we follow a standard Latent Semantic Analysis (LSA). A
Singular Value Decomposition (SVD) is performed upon the tf-idf, which is
fitted on the documents’ title and abstract. The cosine similarity is estimated
from the reduced vectors of the two fields.



10.

11.

12.

In feature 27-28, the vector of each field is the averaging vector of the word
vectors produced by a Word2Vec model.

In feature 29-30, the Word Mover’s Distance (WMD) of the word vectors is
computed as in [14].

In feature 31, the vector of each field is produced by a Doc2Vec model [15].

Table 1. Set of features employed by the inter-review model.

ID Description Category Topic field Document field
1> g Ui, d) T-D  Title Title
2 Y, conalog(elti, d)) T-D  Title Title
3 Zt;etﬂd c(ti, d) T—-D Title Abstract
4 Ztietﬂd log(c(ts, d)) T-D Title Abstract
5 Zmiemd c(ms, d) T-D Query Title
6 Zmiet Zdj cqlevenshtein(mi,d;) T — D Query Title
7 Zmiet Zdjed levenshtein(m;,d;) T — D Query Title

if levenshtein(m;,d;) < k
8 Zmiemd log(c(mi,d)) T-D Query Title
9 mictnd c(my,d) T-D Query Abstract

10 Zm cona log(c (m27 d)) T-D Query Abstract
11 Zm ct 10g(df(t )) T Title -

12 Zmiet log(log(df‘“‘ 7)) T Title -

13 BM25 T—-D Title Title
14 BM25 T-D Title Abstract
15 BM25 T—-D Query Title
16 BM25 T—-D Query Abstract
17 log(BM25) T-D Title Title
18 log(BM25) T-D Title Abstract
29 log(BM25) T-D Query Title
20 log(BM25) T-D Query Abstract
21 cos(tf-idf) T-D Title Title
22 cos(tf- 1df) T-D Title Abstract
23 cos(tf-idf) T—-D Query Title
24 cos(tt-idf) T-D Query Abstract
25 s(SVD(tf idf)) T-D  Title Title
26 cos(SVD(tf-idf)) T-D Title Abstract
27 cos(Word2Vec) T-D Title Title
28 cos(Word2Vec) T—-D Title Abstract
29 WMD(Word2Vec) T-D Title Title
30 WMD(Word2Vec) T-D Title Abstract
31 cos(Doc2Vec) T-D Title Abstract




3.2 Intra-review model

The intra-review model is a standard binary model which classifies a document
as relevant or not to a certain topic. Initially, the intra-review model is trained
based on the top k documents as ranked by the inter-review model. It then
iteratively re-ranks the rest of the documents, expanding the training set of the
intra-review model with the top-ranked document, until the whole list has been
added to the training set or a certain threshold is reached. The expansion of the
training set can be configured with user-defined steps. After the initial training
with k& documents, an initial expansion step is defined (step;,;;) until a certain
threshold (tstep) is reached. Then, the step is increased to a secondary step
(stepsecondary)- The secondary step is used until the final threshold (% fina:). This
iterative feedback and re-ranking mechanism is described in detail in Algorithm
The use of different steps and thresholds reduces the cost of feedback and the
time needed to produce predictions since the classifier is considered sufficiently
trained when a certain amount of documents is used in the training set. For this
classifier, a standard tf-idf vectorization was used, enhanced with English stop
word removal.

4 Empirical Study

This section initially describes the data we used for our empirical study and gives
details about the implementation and the technologies underneath our approach.
It then presents the evaluation process we followed for our models and, finally,
it discusses the evaluation results and compares them with the results presented
in Task II of CLEF eHealth 2017 lab.

4.1 Data & Preprocessing

We experimented with the development set distributed by the Task II of CLEF
eHealth 2017 lab. In total, the set contains 50 topics, 20 topics in the training
set and 30 topics in the test set. However, 8 topics were later marked as un-
reliable from the organizers, reducing the number of total topics to 42. Each
topic contains an ID, a systematic review title, a boolean query in Ovid MED-
LINE format and set of MEDLINE document’s PIDs returned from the boolean
query. The title and the boolean query are constructed by Cochrane experts.
Each MEDLINE document contains the title, the abstract text and the MeSH
headings. Along with the topics, the corresponding relevance sheet were also
provided, denoting the positive or negative relevance of a document to a topic as
derived from an abstract-level screening. The percentage of relevant documents
at abstract level for the 42 topics is 4.07%. The full dataset is publicly available
at the official GitHub repository of the task

In order to use the rich information available in the boolean query field of
the topics and be able to construct the features described in Table [I] we used

® https://github.com/CLEF-TAR/tar
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Algorithm 1: Iterative relevance feedback algorithm of the intra-review

model

Input : The ranked documents R, of length n, as produced by the
inter-review model, initial training step k, initial local training step
stepinit, secondary local training step stepsccondary, step change
threshold ts¢ep, final threshold ¢fina (optional)

Output: Final ranking of documents R - finalRanking

final Ranking < () ; // empty list

for i =1 to k do

L final Ranking; < R;

k' k;

while not final Ranking contains both relevant and irrelevant documents do

K «— K +1;

final Rankingy = Ry
while not length( final Ranking) == n OR length( final Ranking) == tfina do
train(final Ranking) ; // Train a local classifier by asking for
abstract or document relevance for these documents

10 local Ranking = rerank(R — finalRanking) ; // Rerank the rest of the

initial list R from the predictions of the local classifier

11 if length(final Ranking) < tstep then

© 00 N O A W N

12 ‘ step = stepinit;

13 else

14 L step = Stepsecondary;

15 for i = k' to k' + step do

16 L final Ranking; < local Ranking; j;

17 return final Ranking;

Polyglotﬂ a JavaScript tool that can parse and produce a full syntactical tree of
Ovid MEDLINE boolean queries. In particular, we extracted those MeSH that
should characterize the retrieved documents, avoiding the ones that are negated
in the query syntax.

4.2 Evaluation Process & Results

We split our evaluation process into two stages. The first stage is focused solely
on the evaluation of the inter-review model and how different sets of features
affect its performance. In the second stage we try to utilize the parameters of
the intra-review model to make better use of the output, the initial ranking, of
the inter-review model.

For all our experiments, we employ the XGBoost algorithm [5] to learn the
inter-review model and linear support vector machines (SVMs), from the scikit-
learn libraryﬂ to learn the intra-review models. We use the default parameter

S https://github.com/CREBP/sra-polyglot
" http://scikit-learn.org/
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settings for the XGBoost classifier and we set the C parameter of linear SVM
to 0.1. Furthermore, for feature 7 we set v to 5 and for features 25-26 we set
the number of output dimensions of SVD to 200. The Word2Vec model used for
features 27-30 was obtained from the BioASQ challengeﬂ This model has been
trained on 10,876,004 English abstracts of biomedical articles from PubMed
resulting in 1,701,632 distinct word vectors. The Doc2Vec model used in feature
31 is trained with all the documents associated with a topic retrieved from
PubMed Central (PMC). Finally, we use all 42 topics for our evaluation and we
perform cross validation using the Leave-One-(Topic)-Out method. Evaluation
measures are computed using the script provided by the taskﬂ based on relevant
judgment at the abstract level.

The first stage of our evaluation process focuses on the inter-review model.
We first evaluate the features used in this model by performing an Anova F-test
between each feature and the class. Table 2] shows the top-10 features along with
their scores. We notice that all the features in which tf-idf is computed (21-26)
are included in the top-10 with the ones using SVD to be the highest-ranked,
which highlights the importance of semantic analysis. The list is completed with
two Word2Vec features (27,30) and two features that depend only on the topic
(11-12). These features are related to the frequency of terms ¢; in the title of the
topic and are most probably regulating the importance of other features based
on t;, such as features 1-4.

To evaluate our model we perform three experiments using different sets of
features. The first experiment makes use of features 1-24 which are standard
LtR features. Our submission in Task II of CLEF eHealth 2017 lab also included
the same features [2]. The second experiment consists of the full list of features
1-31 which includes advanced text representations derived from word embedding
methods. The final experiment uses the top-10 features determined by the Anova
F-test. Table [3| shows the Average Precision (AP), the normalized cumulative
gain (NCG) at 10% and 20% and the minimum number of documents returned
to retrieve all relevant documents (Last Relative - LR) of the three models
described above. We first notice that using the full list of features achieves better
scores than using just the top-10 features or the simple LtR features, beating
our previous approach. Besides the increase in average precision, we also see an
increase of NCG@10 and NCG@20 which indicates that more relevant documents
appear first when using the additional features. This also hints at the need
of a highly complex model that can overcome the high bias due to our very
unbalanced dataset. Furthermore, the fact that the model using just the top-10
features achieves better results than the model using the simple LtR features
highlights the strong influence of these specific features.

In the second stage of our evaluation process we explore the parameter space
of the intra-review model as described in Section Table [4] presents the final
results of our approach using different parameter sets. The inter-review model
using the full list of features is employed. We notice that integrating the intra-

8 http://bioasq.org/
9 https://github.com/CLEF-TAR/tar
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Table 2. The scores of the top-10 features as measured by the F-test in ANOVA.

Rank Feature ID F-Score | Rank Feature ID F-score
1 25 7013.55 6 12 2682.01
2 26 6363.41 7 11 2613.24
3 21 5252.00 8 30 1541.90
4 22 3289.95 9 24 501.01
5 27 2700.76 10 23 373.70

Table 3. Results concerning the inter-review model using different sets of features.

Features AP NCGQ@10 NCG@20 LR

Simple LtR (1-24) 0.171 0.363 0.594  4085.643
Full list (1-31) 0.187  0.382 0.613  3776.262
Top-10 0.177 0.372 0.601  3993.167

review model greatly increases the scores in all four metrics compared with
the sole use of the inter-review model. The intra-review model not only ranks
the relevant documents higher, as indicated by the NCG@ metrics, but also
decreases, almost in half, the total number of documents returned to retrieve all
relevant documents (LR metric).

Table 4. Results of our approach using different parameters of the intra-review model.

Run k stepinit tstep St€psec trinae AP NCGQ@10 NCG@20 LR

1 5 1 200 100 2000 0.309  0.533 0.819  2109.83
2 10 1 200 100 2000 0.309  0.536 0.820  2106.43
3 15 1 200 100 2000 0.304 0.533 0.820  2109.95
4 10 1 300 100 2000 0.310 0.534 0.824  2104.97
5 10 1 500 100 2000 0.311  0.538 0.822  2108.93

5 Conclusion and future work

We introduced a classification approach for automatic title and abstract screen-
ing for systematic reviews. Our approach constructs a global inter-review classi-
fication model based on LtR features of the topics and documents, produces an
initial ranking for the test documents and then a second model iteratively asks
for feedback and re-ranks them based on the acquired relevance feedback.

In the future, we plan to work more on the tuning and extraction of bet-
ter features for the inter-review model and produce a better representation for
the intra-review model using word embedding methods. Moreover, it would be
worthy to experiment with other classification approaches as well, such as con-
volutional and recurrent neural networks.
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