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Abstract

Automated Machine Learning-based systems’ integration into a wide range of tasks has expanded as a result of their perfor-
mance and speed. Although there are numerous advantages to employing ML-based systems, if they are not interpretable, they
should not be used in critical or high-risk applications. To address this issue, researchers and businesses have been focusing on
finding ways to improve the explainability of complex ML systems, and several such methods have been developed. Indeed,
there are so many developed techniques that it is difficult for practitioners to choose the best among them for their applications,
even when using evaluation metrics. As a result, the demand for a selection tool, a meta-explanation technique based on a
high-quality evaluation metric, is apparent. In this paper, we present a local meta-explanation technique which builds on top
of the truthfulness metric, which is a faithfulness-based metric. We demonstrate the effectiveness of both the technique and
the metric by concretely defining all the concepts and through experimentation.

Keywords Explainable artificial intelligence - Interpretable machine learning - Local interpretation - Meta-explanations -

Evaluation - Argumentation

1 Introduction

Machine Learning (ML), a field of Artificial Intelligence,
paves the way for emerging technologies in a wide vari-
ety of sectors, leading to technological advancements. ML
provides solutions in manufacturing, such as predictive main-
tenance [1, 2], banking, including credit scoring [3, 4] and
risk management [5], insurance, for fraud detection [6] and
damage estimation [7], and healthcare, improving the effi-
ciency of care delivery [8] and aiding in the diagnosis or
prognosis of numerous diseases [9, 10]. Additionally, ML
finds applications in education, specifically in predicting stu-
dent learning performance [11], and social media, for the
detection of online hate speech [12].
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Even though ML elevates those sectors, societal and eth-
ical issues may arise in high-risk scenarios. For example,
credit score predicting algorithms are discriminating between
minority and majority populations, leading minorities to
poverty and homelessness [13]. As a result of worries about
performance, biases and poor trust, an insurance company
pulled the plug on an Al tool that was designed to detect
fraud in claims through videos [14]. Reports of inappropri-
ate patient treatments [15], as well as the use of biased risk
prediction models [16], have raised concerns in both soci-
ety and the research community. Thus, legal frameworks and
regulations given by many sources, such as the General Data
Protection Regulation (GDPR) [17] of the EU, the European
Al ACT [18], and the Equal Credit Opportunity Act of the
US!, aim to establish requirements that every ML-powered
system should satisfy.

One of the requirements is explainability, which led to
the establishment of the Explainable Al (XAI) area [19, 20].
Interpretable ML (IML), a subfield focused on the interpreta-
tions of machine learning models, has attracted the attention
of the research community [21, 22]. Not every machine learn-
ing model, especially deep learning models, can provide

1 ECOA 15 U.S. Code §1691 et seq.
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explanations on its own. Since a lot of models are unable
to provide interpretations intrinsically, IML has introduced
explainability techniques to solve that issue. Such expla-
nations can be in the form of Feature Importance, Rules,
and Counterfactual explanations, among others. Particularly,
Feature Importance (FI) techniques estimate the influence of
each feature on the prediction. Each type of explanation has
its own set of evaluation metrics, and for FI, they include
robustness [23], faithfulness [24], infidelity [25], and truth-
fulness [26].

Nevertheless, techniques that generate feature importance
explanations can only provide approximate information
when applied to very complex models. Therefore, it is nec-
essary to effectively evaluate the output of such techniques.
Additionally, researchers and practitioners face challenges in
selecting the most suitable explainability technique from the
numerous available options. Consequently, an ensemble of
explainability techniques or an automatic selection tool can
be highly valuable. One approach to address the ensembling
of explainability techniques is through aggregation, such as
using averaging techniques or optimisation [27]. However,
research in this area is limited, and these methods heavily
rely on explainability metrics. Several metrics have been pro-
posed to assess the quality of an explanation, depending on
its form, including fidelity [28], coverage [29], and stabil-
ity [30]. Nonetheless, most of these metrics are not useful for
the end user.

Explaining the explanations is another interesting direc-
tion. Argumentation can be a first step towards this direction.
In particular, argumentation is the study of how conclusions
can be reached by a logical chain of reasoning, that is, claims
based, soundly or not, on premises [31]. IML and argumenta-
tion both aim to persuade someone to accept the legitimacy
of a decision. In the philosophy of science, it is debatable
whether the explanations are arguments or not. An intriguing
point of view distinguishes between arguments and explana-
tions, stating that arguments are used to justify something in
dispute, but explanations are used to provide a meaning of
something incomprehensible [32].

In this work, based on our previous preliminary work [26],
we aim to combine 3 concepts to create a meta-explanation
ensembling multiple explanation techniques based on a com-
plete and user-oriented explainability metric, called truthful-
ness, complemented with an argumentation framework.

Section 2 of the paper covers the necessary theoretic con-
cepts, while Section 3 presents related studies. Section 4
introduces our technique, and Section 5 evaluates it through
a series of experiments. Finally, in Section 6, we discuss
the findings, and provide our concluding opinions and future
plans.
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2 Background

In this section, we introduce the basic notions that under-
lie our approach. We will discuss machine learning and
interpretable machine learning concepts, as well as a few
argumentation frameworks.

2.1 Machine learning

Machine Learning (ML) is a cutting-edge technology that
forms the core of new and innovative products. We can use
ML to solve both supervised and unsupervised problems. In
this paper, we emphasise on supervised problems such as
binary classification and regression. Thus, given a dataset D,
containing instances x; € X C R!, where [ is the size of
the feature space F = [ f1, f2, ..., fi] and their predictions
yi € Y € R, we can train a model P to predict y given an
instance x, P(x) = y.

Based on the data type x; can have different shapes. In
tabular data, x; has [ values according to the  different f; fea-
tures. Dealing with textual data, such as sentences, we can
have multiple representations. The simplest representation
is to use Bag-of-Words or TF-IDF vectors, which are one-
dimensional and express each sentence x; as a vector with /
different values, where [ is equal to the size of the vocabu-
lary. We can also have more complex representations, such
as word embeddings, which can be two-dimensional. These
representations, given a fixed sentence length s, express each
word of the sentence as a vector of size e. If x; represents
multivariate time-series data, then it contains [ x m values,
thus [ values according to the [ different f; features across m
time-steps. Finally, when dealing with images, we must han-
dle with three-dimensional inputs. The first two dimensions
represent the image’s resolution, while the third expresses its
colour channel. Therefore, we can deal with either 1D (tab-
ular or textual data), 2D (textual or time-series data) or 3D
(image data) inputs.

We can choose from a variety of ML models according
to the task, data type, and size of the dataset, ranging from
traditional algorithms (logistic regression and support vec-
tor machines) to ensemble algorithms (random forests and
XGBoost), and deep neural networks such as CNNs, LSTMs,
and Transformers. In this work, we will focus on neural net-
works and will employ three different types. The first type
of neural network will be linear. This network has only an
input layer and an output layer. The data, regardless of shape,
are handled by the network via a flattening layer. The second
type concerns network architectures that are designed specif-
ically for the task, while the third type is a more complex
version of them. These networks will contain feed-forward,
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convolutional, recurrent, bidirectional, and attention layers
to showcase our approach to a wide range of networks.

2.2 Interpretable machine learning

With the increasing adaptation of ML, there is a need for
more transparent and understandable decision systems in a
lot of sectors. IML, a subfield of XAI, aims to make ML mod-
els more accessible and transparent. There are intrinsically
interpretable ML models, like linear models or decision trees,
while others, like ensembles or neural networks, most of the
time are more complex and uninterpretable. As a result, we
require techniques to explain them.

IML approaches might be global, revealing an ML sys-
tem’s whole structure and working mechanism, or local,
explaining a specific decision. We can also distinguish
between techniques that are applicable to any ML model,
known as model-agnostic techniques, and techniques that are
limited to specific ML algorithms or architectures, known as
model-specific techniques. For example, RuleFit is a global,
model-specific technique [33], while LIME is a local, model-
agnostic technique [34].

Another aspect could be the applicability of an explain-
ability technique to different data types. There are algorithms
that are applicable to specific data types, or there are data-
type independent algorithms. For example, LionForests [35]
is a data type specific algorithm applicable only to tabular
data, while Anchors [36] is a data type independent algo-
rithm. Furthermore, we can distinguish the difference of the
explainability techniques based on how they provide expla-
nations. There are numerous ways to present an explanation.
Several techniques generate rule-based explanations, while
others use weights to indicate the importance of input fea-
tures.

The latter has been expressed using various terms, such as
attribution importance, saliency maps, and feature impor-
tance, among others. In this work, we will use the last
notation, feature importance (FI). Depending on the explain-
ability technique, FI explanations can be global or local.
Therefore, given a model P, an instance x; (as presented
in Section 2.1), and an FI explainability technique Z, the
explanation will be Z(P, x;) = [z1, 22, ..., 2], where z;
corresponds to a weight — a.k.a. attribution or importance
score — for the j** value of instance x;.

A variety of algorithms have been proposed in this field.
LIME [34], SHAP [37], and Permutation Importance [38]
are among the most well-known model-agnostic feature
importance explainability algorithms. A plethora of model-
specific algorithms, on the other hand, have also been
proposed. In neural networks, algorithms exploiting back
propagation operation, like Layer-wise Relevance Propa-
gation (LRP) [39] and Integrated Gradients (IG) [40], are
retrieving the influence of the input to the output.

2.3 Argumentation

Argumentation theory is a fundamental concept in Al with
numerous applications, one of which is in the criminal jus-
tice field [41]. Argumentation procedures show step-by-step
how they reached a decision. Therefore, argumentation is
considered highly interpretable [42]. However, that’s not
always the case. Every argumentation procedure is based
upon an argumentation framework. Regarding the argumen-
tation framework employed, a few argumentation procedures
are interpretable, but not explainable. Classic argumentation
based on logic, as proposed by Hunter et al. [43], is a simple,
yet explainable argumentation framework with many capa-
bilities.

Argumentation based on Classical Logic (C L) concerns a
framework defined exclusively with logic rules and terms. A
sequence of inference to a claim is an argument in this frame-
work. Specifically, an argument is a pair (®, «) such that ®
is consistent (& ¥ 1), ® + «, and ® is a minimal subset of
A (aknowledge base), which means that there is no @' C @
such that ®" + «. F represents the classical consequence
relation. In this framework counterarguments, the defeaters,
are defined as well. (W, B) is a counterargument for (P, o)
when the claim B contradicts the support ®. Furthermore,
two more specific notions of a counterargument are defined
as undercut and rebuttal. Some arguments specifically con-
tradict other arguments’ support, which leads to the undercut
notion. An undercut for an argument (®, «) is an argument
(W, =(¢p1 A -+ - A @p)) where {¢1, ..., ¢,} € D. If there are
two arguments in objection, we have the most direct form of
dispute. This case is represented by the concept of a rebuttal.
An argument (W, §) is a rebuttal for an argument (P, o) if
B < —a.

Argumentation begins when an initial argument is put for-
ward, and some claim is made. This leads to an argumentation
tree Tr with root node the initial argument. Objections can
be posed in the form of a counterargument. In 77, these are
represented as children of the initial argument. The latter
is addressed in turn, ultimately giving rise to a counterar-
gument. Finally, a judge function decides if a Tr is rather
Warranted or Unwarranted, based on marks assigned to each
node as either undefeated U or defeated D. A Tr is judged as
Warranted, Judge(Tr) = Warranted, if Mark(A,) = U where
A, is the root node of Tr is undefeated. For all nodes A; €
Tr,if there is a child A ; of A; such that Mark(A ;) = U, then
Mark(A;) = D, otherwise Mark(A;) = U.

3 Related work

In this section, we will present feature importance eval-
uation metrics found in the literature, as well as a few
meta-explanation techniques we identified.

@ Springer



M loannis et al.

3.1 Evaluation

One key evaluation metric in the IML research area is fidelity.
It was first used to evaluate the performance of surrogate
models and their ability to mimic the black box models they
were explaining. We can define fidelity as the accuracy of
a surrogate model on a test set in relation to the complex
model’s decisions. This metric, however, had several short-
comings because it was not user-centric and could not be
used in non-surrogate explainability techniques. Influenced
by fidelity, faithfulness and faithfulness-based metrics were
therefore introduced [44].

While the origins of the initial Faithfulness-based measure
are unclear, one of the first research to propose it aimed at
evaluating sentence-level explanations in text classification
tasks [24]. In this study, for a given instance, the sentence with
the highest important score was removed and the change in
the prediction was recorded. The higher the change in the
prediction, the better the explanation. A different definition
for faithfulness was also provided by a study [23], measuring
the correlation between importance and prediction by contin-
uously removing the most important elements from the input
and observing the output.

Several variations on faithfulness were also introduced.
Decision Flip (most informative token) removes the most
informative token and awards the explanation if and only
if the prediction is changing [45], whereas Decision Flip
(fraction of token) identifies the number of important tokens
that must be removed to flip the model decision [46].

Two other metrics, comprehensiveness and sufficiency,
were introduced as faithfulness alternatives [47]. The for-
mer evaluates the explanation by deleting a set of elements
from the input and observing the change in the prediction,
whereas the latter does so by preserving only the important
ones and removing the rest.

Monotonicity, also known as PP Correlation, is another
similar metric [48]. It adds elements in descending order
of priority, beginning with an empty input. The prediction
should increase proportionally to the importance of the new
elements. The correlation between the prediction and impor-
tance scores is then used to calculate monotonicity.

In a previous work of ours, Truthfulness was introduced
as a faithfulness-based metric, which focuses only on the
polarity of the feature importance weights [26]. It analyses
every element of the input and making different alterations
it monitors the model’s behaviour. One additional metric,
influenced by faithfulness and truthfulness, proposed to both
consider importance correlation and polarity consistency, is
Faithfulness Violation Test [49]. This metric captures both
the correlation between the importance scores and the change
in the probability, while it also examines if the sign of the
explanation weights correctly indicates the polarity of input
impact, similarly to truthfulness.

@ Springer

In addition to the metrics mentioned in this discussion,
numerous other metrics are available. The Quantus GitHub
repository? offers various variations of the faithfulness met-
ric, as well as metrics related to robustness, complexity,
randomization, and other related concepts [50].

A few studies introduced datasets with ground truth ratio-
nales, which are golden explanations. Rationales can be used
to evaluate explainability techniques using traditional ML
metrics like F1 score and area under the precision-recall curve
(AUPRC). One work proposed ERASER, a benchmark for
NLP models, which includes datasets containing both docu-
ment labels and snippets of text recognized as explanations
by annotators [47]. However, in real applications, most of the
datasets do not contain ground truth information regarding
the explanations, and as such these evaluation approaches
cannot be applied. Furthermore, we can only assume that
humans are capable of annotating unbiased rationales [51].
Nevertheless, the usefulness of such benchmarks is to enable
comparison of newly proposed explainability techniques.

3.2 Meta-explanations / aggregation

Different aggregation procedures are initially introduced in
a very interesting research [27]. Attempting to combine
multiple explanation techniques, metrics such as sensitiv-
ity, faithfulness, and complexity [52], are used over different
combination strategies. Among these combination strategies,
Mean and Median, are presented. Through experimentation,
it is suggested that aggregating leads to a smaller error com-
pared to the error an explanation by one technique can have.
Moreover, another combination strategy is presented. For a
given instance, a set of near neighbours is identified. Extract-
ing explanations for the predictions of these neighbours,
the final explanation is the aggregation of the explanations,
weighted by the distance of the neighbours to the original
instance. The latter was designed to lower the sensitivity and
complexity.

A recent research introduced a method, called inXAI, that
enables the combination of explanations provided by mul-
tiple techniques, using specific evaluation metrics, to do
so [53]. In their experiments, they use LIME, SHAP and
Anchors to ensemble explanations. They select three met-
rics; stability, consistency, and area under the loss curve, to
ensemble the weights produced by the techniques into one.
One issue with this approach is that the consistency metric
requires to create and use different ML models to produce
explanations. One of the framework’s shortcomings is that it
only enables model weighting using comparative evaluation
metrics across several models/explainers. It does not guar-
antee that the final explanations are correct or acceptable for

2 https://github.com/understandable- machine- intelligence-lab/
Quantus
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the end user. This method was evaluated only in an image
classification use case.

Finally, another work on ensembling explanations intro-
duces EBEC, a method for correcting global explanations
of non-differentiable ML models with a non-differentiable
importance score [54]. The central idea of EBEC is to train
multiple ML models on a dataset to identify different local
minima, then produce global explanations using an explain-
ability technique (in this work SHAP), and finally combine
them by solving an optimization problem that guarantees cer-
tain qualitative properties. They conclude that EBEC works
effectively in three different tabular datasets based on their
evaluation.

4 Truthful meta-explanations supported by
arguments

In this work, we are presenting a three-dimensional contri-
bution to the IML community. Focusing exclusively on FI
explainability techniques, we first formulate the definition of
the truthfulness metric. Then, we present a meta-explanation
technique for ensembling multiple explanations in an ensem-
ble fashion. Finally, we also present how arguments can
enhance the meta-explain process, which uses the truthful-
ness metric. All of these are visible in the workflow of Fig. 1.

To begin, we will state a few assumptions that must hold
for our technique to be theoretically sound. Assumption 1
ensures that the ML model we are trying to apply our tech-
nique is able to provide continuous predictions. This is a
necessary property for the metric we are going to formulate
in the following section (Section 4.1).

Assumption 1 The machine learning model P(x) = y can
provide continuous predictions y € R. A classification
model, for example, should be able to provide predictions in
the form of probabilities of good quality (e.g. neural networks
or probabilistic models). In our technique, a classification
model that produces inadequate probability estimates, such

Fig. 1 Workflow of MetaLion 1. Trained ML Model
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as decision trees, would not yield satisfactory results. A
regression model, on the other hand, always produces con-
tinuous outputs.

The second assumption (Assumption 2) concerns the
explainability techniques utilised in the approach. The
amount and type of the technique to be used in the ensemble
to produce one final explanation is not limited, with the only
exception being to provide weights that represent a (local)
monotonic relation to the prediction of a specific label or
being perceived by end users as such. This is critical since
a few explainability techniques, such as SHAP, provide the
contribution of a feature to the prediction without assum-
ing any local or global monotonicity. Nonetheless, based on
this proposed contribution, still, end-users perceive the rela-
tionship between a feature and the output to have monotonic
behaviour when altered.

Assumption 2 FI’s are producing, or they are perceived as
producing, z; weights with local or global monotonic notion.

4.1 Truthfulness metric

The first contribution of this paper concerns the truthfulness
metric. Truthfulness is a user-inspired evaluation metric that
simulates a user’s behaviour with respect to an explanation.
It addresses issues of other Faithfulness-based metrics by
evaluating all feature importance elements and taking into
account all signs (Positive, Negative and Neutral). But, before
we get into the definition of the metric, we will present an
example. The following explanation explains a prediction of
a customer’s loan disapproval in a bank.

The customer received the explanation shown in Fig. 2.
Despite her friend’s income of $1,000 (Co-applicant Income),
she observed that it had minimal impact on her decision,
leading to a disapproval with a score below the minimum
threshold. Consequently, she decided to involve her mother,
who had a slightly higher income ($1.2K), as a co-applicant.
Surprisingly, this change had no effect on the outcome, as
she received the same score and, therefore, the same decision

3.a Meta-explanation
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Feature Importance

Loan amount (1500)

# of payments (12)

Gender (Male = 1) |

Co applicant Income (1000) | ]
Income (1200)
Age (27)
Education (Master = 5)

-20 -15 -10 -5 0 5 10

Fig.2 Feature importance weights assigned to the features of the exam-
ple

(disapproval), which she anticipated would improve slightly.
As a result, the customer perceived the explanation as dis-
honest, while also lacking trust in the predictive system.

Influenced by this, we suggest a metric that, given an
explanation, performs a few tests to ensure that the expla-
nation provided to the end-user is truthful. This procedure
shares similarities with counterfactual techniques [55], but it
differs in its objective. While counterfactual techniques aim
to switch the class in a classification problem, our goal here
is to observe the change in the probability of the predicted
class, which may not necessarily result in a switched predic-
tion. Hence, for each feature importance score z; assigned
to the feature values vij of x;, we both increase and decrease
the feature values, and we observe if the model behaves as
expected with respect to the feature importance.

In this work, we will focus on four types of data: textual,
image, tabular, and time-series. The words are the features
in textual tasks, and the importance concerns a word and,
in some cases, its position. When dealing with images, fea-
ture importance is used to describe either a single pixel or a
group of pixels known as superpixels. Each feature in tabular
data has its own importance score. Lastly, in time-series, fea-
ture importance can refer to either a sensor’s time-step value
or a sensor throughout the entire time-window. In all these
cases, feature importance can be either Positive, Negative, or
Neutral, as described in Definition 1.

Definition 1 The importance assigned to a feature can be
IMP € {1 = Positive (z; > 0), —1 = Negative (z; < 0), or
0 = Neutral (z; = 0)}.

Let’s discuss now how we alter a feature value vi] . Given
a set of samples X', we measure each feature’s distribution
statistics, namely, min, max, mean ad STD values. Then,
as presented in Algorithm 1, we calculate a noise or the
alternative values. This noise is small, and therefore these
alterations are local. This procedure is different for the vari-
ous data types. In textual datasets, this procedure replaces the
word regarding the examined feature importance score with
an empty string. In images, we compute a noi se which makes
lighter and darker a pixel or a superpixel. For superpixels,

@ Springer

Algorithm 1 Process of determining the alternative values

for a feature
Require: Instance’s feature value value, Distribution statistics of fea-
ture feature_distribution, Noise level level, Data type type
procedure DETERMINEALTVALUES(value, feature_distribution,
level, type)
if type is Textual then
value™ < value
value™ <0
return value™, value™
end if
min, max, mean, std < extract(feature_distribution)
noise < abs(mean — gaussian_noise(mean, std))
if type is Image or TimeSeries then
return —noise, +noise
end if
value™ < value — noise
valuet < value + noise
if value™ < min then value™ < min end if
if value™ > max then value™ < max end if
return value™, value™
end procedure

we have to also employ an image segmentation algorithm to
identify the superpixels of an image. Regarding tabular data,
we create a noise which both increases and decreases the
feature value, while in time-series, we increase and decrease
with the calculated noise either a specific time-step of a
sensor, or the whole time-window of a sensor. We set three
different noise levels; “weak”, “normal”, and “strong”, in the
cases which are applicable (image, tabular and time-series).

Definition 2 The alteration of the value of a feature can be
ALT € {1 = Increasing (v}’i > vj;), —1 = Decreasing
(v}’i <vj;)}, where v}’i the altered value.

In Fig. 3, we show an example of each data type. The
textual example demonstrates how to remove (decrease) a
feature, in this case, the word “John”. In the image example,
we can see that the first alteration involves lightening the
kitten’s ear by increasing the values of the superpixel, and the
second alteration involves darkening the ear by decreasing
the values of the pixels. In the tabular example, we make two
changes to the “Age” feature. We increase “Age” from 25 to
27, while also decreasing it to 23. Finally, in the time series,
we increase the first sensor’s readings by 0.1 at each time
step and decrease them by the same value.

We discussed a feature’s feature importance score and
introduced the concept of alterations in the values of fea-
tures across different data types. We are now introducing the
concept of expected behaviour. Given a feature importance
score z; for f;, we have two alternative values for that fea-
ture for a specific instance x;. We can request the ML model
to predict the modified instance xlf € {xf”c, xld“}, where
x;"¢ is the same instance but with a higher value for the
examined feature and xidec has a lower value. Then, regard-
ing the feature importance score z;, we evaluate whether
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Tabular Time Series

Fig.3 Example of altering a Data Type Textual
feature of an instance for the
four different data types

Original My name is John

and I’'m happy’

Age = 25, Height = 170,
Weight = 62, Income = $2000 E 02 05 08 1

E 09 09 08 09

ALT = Increasing

Not applicable

|2 wu]

0,28 0.3} [£0:5X 0.6
Age = 27, Height = 170, m
Weight = 62, Income = $2000 E 02 05 08 1

E 09 09 08 09

ALT = Decreasing

the model’s predictions P(xl?"c) and P(xid“) behave as
expected.

Definition 3 The expected behaviour of an M component can
be EXP € {1 = Increasing (Py (x;) — Py (x]) < ), =1 =
Decreasing (Py (x;)— Py (x]) > —8),0 =Remaining Stable
(IPM(xlf) — Py (x)| < &)}, where xlf the instance with the
altered value, while tolerance § is defined either manually by
the user or is set to a default value (0.0001).

As presented in Definition 3, the model’s prediction can
behave in three ways. It can increase, decrease, or remain sta-
ble. If the feature importance score z; is positive, we expect
the prediction to increase for the xf " modified instance while
decreasing for the x;i“. If z; is negative, we expect the pre-
diction of the two changes, xf"c and x;ie", to decrease and
increase, respectively. In the case of a neutral feature impor-
tance score zj, we anticipate that the prediction will remain
stable for both alterations. We also use a § tolerance value.
This will help evaluate an importance score as truthful in
cases where the prediction will change, for example, from
0.75 to 0.7502, where the difference is extremely small.
This will help to not punish small mistakes. However, setting
8 = 0 leads to a stricter evaluation. In the experiments sec-
tion (Section 5), we examine different delta values. Table 1
summarises all of these.

As a result, we argue that a feature importance score is
truthful if and only if the behaviour of the model’s prediction
regarding the alterations is as expected. This is also included
in Definition 4. It is worthwhile to provide an example to
demonstrate this. The ML model predicts Pys(x;) = 0.7 for
a random instance x;, and the feature fi, with a value of
vi; = 1, has an IMP z; = 0.5 (positive). We use Gaus-
sian noise to increase and decrease the value of the feature
based on its distribution. We change the value to v’if’l? =1.21

‘My nameis and I'm
happy’

EESEIEEIET
y 0 .
Age = 23, Height = 170, m

Weight = 62, Income = $2000 E 02 05 08 1

m 09 09 08 09

and vfeic = 0.85, for xii”c and xlfjec, respectively. Then, we
observe the model’s predictions by querying the ML model.
In this example, the prediction for the v{"{ was increased to

0.85, while the prediction for the vfff remained stable. As a

result, we can conclude that the behaviour in the second alter-
ation was not as expected, and hence the feature importance
score is untruthful.

Definition 4 [Truthfulness] The importance assigned to a
feature can be defined as truthful when the expected changes
to the output of the M model Py (x]) are correctly observed
with respect to the alterations that occur in the value of this
feature. Thus, for both values of ALT and a given IMP, the
IMP x ALT=EXP must be in accordance with the truthfulness
matrix (Table 1).

The fruthfulness metric analyses the feature importance
scores individually and penalizes those that are deemed
untruthful. For an instance with |F| features, we examine
the importance scores assigned to each feature’s value one
by one. If a score is deemed truthful, we increment the
truthfulness score by one. However, if a score is consid-
ered untruthful, we do not increment the score. Finally, we
can optionally normalize the truthfulness score to the range
of [0, 1] by dividing it by the number of features. While
in the experiments below we do not normalize the scores,
normalization can help the comparison of multiple explana-

Table 1 Truthfulness matrix [(t)ruthful and (u)ntruthful states]

1 -1 ALT

1 0 -1 1 0 -1 EXP
t u u u u t
IMP 0 u t u u t u
-1 u u t t u u
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tion techniques across different models. This process can be
mathematically formulated as follows:

|F|
Truthfulness(Z(P,x;))=T(Z(P,x;))= ﬁz evaluate(z;, x;)
j=1

ey

1 if z; truthful with respect to the

inc xdeC}

evaluate(z;, x;) = i 0N

alterations of x;, x; € {x

0 else

Before proceeding with the meta-explanation ensembling
technique, we are arguing on why we only use two alterna-
tive values to evaluate a feature importance score of a feature
for a given instance. We assume that if there is monotonic-
ity between these two values, there will be monotonicity
in the intermediate values as well. We make this assump-
tion to minimise the computational cost, considering that
many explainability techniques have high response times.
We achieve three things with this choice:

Faster evaluation: Given a set of explainability approaches
and their response times, truthfulness has a low comput-
ing cost when applying two alterations per feature, as
opposed to more.

Integration to a meta-explanation technique: Being
lighter computationally, we can use this metric in a
meta-explanation technique to produce even better expla-
nations. In the following section, we introduce a meta-
explanation technique that makes use of the truthfulness
metric.

Reduce the environmental impact: Given that truth-
fulness necessitates re-querying the ML model twice for
each feature, utilising a set of alternative values rather
than two will increase the cost exponentially in larger
feature sets. As a result, we anticipate a lower environ-
mental impact by selecting only two alternative values.

4.2 Meta-explanation technique

Based on the truthfulness metric, we introduce a meta-
explanation technique, called MetaLion. Differently than the
other recent research, we employ truthfulness metric to com-
bine multiple explanation techniques, to provide a more
accurate local explanation.

Given E explainability techniques, and an examined
instance x; whose prediction made by a model M, Py (x;), to
ensemble the different explanations Z = [Zy, Zy, ..., ZE],
we calculate the truthfulness of each explanation. We also
measure the average change of the output given the two alter-
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ations x; of each feature f;,ac; = %(| Py (x;)— Py (xf”") |+
| Pa (xi) = Pa ()]

The first step in performing the ensembling of the mul-
tiple explanations is to determine the candidate importance
scores for each feature based on its truthfulness. Algorithm 2
illustrates this. For each feature, we verify the trruthfulness of
the importance scores assigned by the various explainability
techniques and save them for use in the next step.

Algorithm 2 Identification of candidate truthful feature
importance scores

Require: Explanations Z, Examined Instance x;, Feature Set F
procedure CANDIDATETRUTHFULSCORES(Z, x;, F)
CZ < new Hash Map
for feature f; € F do
temp <[]
for Explanation Z,, € Z do
zj = Zmlfj]
if evaluate(z;, x;) = 1 then
temp < temp U z; end if
end for
insert temp listin CZ with f; as key
end for
return CZ
end procedure

By identifying the truthful importance scores from each
explanation for each feature for an examined instance, we
present our ensemble procedure in Algorithm 3. First, we
sort the features by average change. Then, starting with the
feature with the greatest absolute change, we examine the
candidate importance scores and choose the one with the
highest absolute value. We save the highest absolute value,
which we will use in the following steps. We proceed on
to the next feature, which has the second largest absolute
change. Again, we choose the highest absolute importance
score among the candidate scores, which has to be lower
than the previous score by absolute value (line 13th). The
sequence of handling features and their importance scores is
vital. It is possible for a technique to have a truthful score but
an incorrect magnitude (e.g., an importance score of 1 instead
of 0.4). Therefore, by prioritizing the feature with the highest
average change and adjusting the weights accordingly, we
can better meet the user’s expectations. We assign a zero
value when a feature has no candidate feature importance
scores.

Let’s discuss an example using this algorithm. In Table 2,
we have an instance x; = [0.27,0.12, 1, 5, 6, —3], and three
explanations Z = [Zg, Z1, Z>] regarding its prediction. We
calculate the fruthfulness of each explanation. The truthful
importance scores of each technique are represented with a
green check mark in Table 2, while untruthful scores with a
red cross mark. The average change (AC) of the output for
each feature based on two alterations is also provided. Based
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Table 2 Example of evaluation of three techniques and the meta-
explanation

fi 2 5 Ja S5
A 0/ 1V 0.5x 0.3x -0.2/
VA 0.1/ 0.23/ 0.7x 0.3x 0.3x
Z> -0.1x 0.2/ -0.4/ 0.2x -0.1/
AC 0.05 0.8 0.5 0.01 0.3
MetaLion 0.1 1 -0.4 0 -0.2

on the Algorithm 3, we select first the score of f>, which has
the highest AC score (ac> = 0.8). Among the three truthful
importance scores, we select the highest zg = 1, the one from
Zo. Then, we proceed to the next feature f3. There is only
one truthful importance score z% = —0.4 provided from Z5.
In the same fashion, we are selecting the most appropriate
importance scores for each feature, till we have a complete

explanation.

Algorithm 3 Truthfulness-based meta-explanation algo-

rithm
Require: Candidate Imp. Scores CZ, Average Change AC, Feature
Set F
procedure TRUTHFULMETAEXPLANATION(C Z, AC, F)
OF <« sort(F)based on AC, temp_score <— None
meta_explanation < new Hash Map
for feature f; € OF do
if CZ[ f;]is not empty then
if temp_score is None then
ind < index of max_abs(CZ[ f;])
temp_score <— max_abs(CZ[ f;])
else
if CZ[ f;] has only one value then
ind <0
temp_score<—min(abs(CZ|[ f;llind]), temp_score)
else
index < index of the most appropriate value
temp_score<—min(abs(CZ| f;llind]), temp_score)
end if
end if
insert CZ[ fjllind] in meta_explanation with f; as key
else
insert 0 in meta_explanation with f; as key
end if
end for
return meta_explanation
end procedure

With this ensembling procedure, we achieve two things.
The first is that we gather more truthful importance scores in
the final explanation. Moreover, we re-rank the importance
scores of the features using the truthfulness evaluation and
our ensembling algorithm. Later in the experiments, we will
discuss the effectiveness of our approach.

4.3 Argumentation

The argumentation framework we designed to provide jus-
tifications for the truthfulness evaluation was a very useful
component of Altruist, our earlier preliminary work [26].
While we do not re-formulate the entire argumentation sys-
tem, in this section, we do re-formulate the atoms which form
arguments, utilized in our system to make them more descrip-
tive. More information about the theoretical formulation of
the framework can be found in our earlier work [26]. The
original available atoms were the following:

a: The explanation is untrusted

b: The explanation is trusted

c¢;j: The importance z; is untruthful

d;: The importance z; is truthful

ej. aLT: The model’s behaviour by altering f;’s value is

not according to its importance

fj,aLr: The evaluation of the alteration of f;’s value was

performed and the model’s behaviour was as expected,

according to its importance.

We are re-phrasing the last two atoms, e a7 and f; a7,
as seen below:
ej arr: The model’s behaviour by altering f;’s value
from X to Y (ALT) is not according to its importance Z
fj,aLt: The evaluation of the alteration of f;’s value X
to Y (ALT) was performed and the model’s behaviour
was as expected EX P, according to its importance z;.

This way, we do not modify the theoretic argumentation
framework supporting our system, but we are making the last
two atoms used in the arguments more descriptive. While we
are presenting a complete example in the qualitative experi-
ments, we are showing an example below:

ey, 1nc: The model’s behaviour by altering f>’s value
from 25 to 26 (increased) is not according to its impor-
tance Z

J2.1nc: The evaluation of the alteration of f>’s value
25 to 26 (increased) was performed and the model’s
behaviour was as expected (increased), according to its
importance z».

An example showcasing the enhanced argumentation
framework is being presented in the qualitative experiments
(Section 5.3).

5 Experiments
In this section, we will test the truthfulness metric on several

types of datasets, as well as our meta-explanation technique,
in a series of quantitative experiments. We will also conduct
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Table 3 Information about the datasets incorporated in our experi-
ments. *After preprocessing (R: Regression, BC: Binary Classification)

Name # of Instances Task  Sector Data Type
TEDS 33.727% R Manufacturing ~ Time-Series
CCA 1.232% BC Banking Tabular
HDE 23.000 BC Insurance Images
MedN. 3.204 BC Health Textual

a qualitative evaluation of the explanations produced by the
meta-explanation technique.

5.1 Setup

We will begin by describing the datasets we used, the pre-
processing procedures we utilised, the predictive models we
employed, and the explainability techniques we included in
our experiments.

5.1.1 Datasets

We included the following datasets in our experiments
to cover a variety of the critical sectors that use ML in
their workflows, as presented in Section 1. We incorpo-
rated the Turbofan Engine Degradation Simulation (TEDS)
dataset [56, 57] for the manufacturing sector’s predictive
maintenance scenario, which aims to predict the remaining
useful lifetime (RUL) of engines using time-series data. The
second dataset we are using, Credit Card Approval Prediction
(CCA), contains information about bank customers (tabular
data), as well as information regarding their debt payments
(if any)3. The goal is to determine whether a client is eligible
for a credit card. A dataset for Hurricane Damage Estima-
tion (HDE)* of properties using satellite images [58], in a
classification manner, is incorporated in our experiments to
cover the insurance sector. Finally, data for the identifica-
tion of Acute Ischemic Strokes (MedN) through brain MRI
reports (medical notes - fext)® [59] connects the experiments
to the healthcare sector. More information about the datasets
is visible in Table 3, while about their preprocessing in Sec-
tion 5.1.2 and in the GitHub repository “MetaLion: Truthful

Meta Explanations™®.

3 https://cutt.ly/xQlmqyo
4 https://cutt.ly/kQ1n3kE
> https://cutt.ly/sQ1nM9c

6 https://github.com/iamollas/MetaLion-Truthful-Meta- Explanations.
git
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5.1.2 Preprocessing

While extended preprocessing is accessible in our GitHub
repository, here we mention few crucial preprocessing steps.
We suggest other researchers and users to apply similar pre-
processing towards more explainable end-to-end systems.

Starting with the time-series dataset, TEDS, we scale
our data to [0.1, 1] after reducing the available features and
retaining only measurements from 14 sensors. We chose to
scale our data to this range rather than [0, 1] because none of
the 14 sensors have measurements that are equal to O, but only
positive values. This is a critical decision in explainability.
A lot of the time, the O value has a neutral notion in terms of
explainability and, more precisely, feature importance. As a
result, local techniques such as LIME can generate a positive
weight that, when multiplied by the O value, is neutralized.
Furthermore, we create examples of 14 measurements across
50 time steps, using the RUL value on the most recent time
step as the goal variable, utilizing a time window of 50 time
steps. One final preprocessing step we use is to scale the out-
put, the RUL value, to [0, 1], which is easier for a neural
network to learn.

In our tabular data, on the other hand, there exist features
with both positive, negative, and zero values. In this case,
we’d like to scale them to [—1, 1] while keeping the cen-
tre at zero. To address this issue, we use maximum absolute
value scaling. In terms of image preprocessing, we did aug-
mentation by randomly flipping and rotating the samples and
scaling them from [0, 255] to [0, 1]. In terms of the textual
dataset, we used a symbol-removal process on each docu-
ment and reduced the maximum number of words from 380
to 250, because relatively few documents were longer than
250 words. Finally, we used the BioBERT [60] pretrained
transformer to obtain word-level embeddings for each docu-
ment.

5.1.3 Model architectures

We utilized three distinct model architecture formats in our
study. The first architecture, referred to as NN1, is a linear
network consisting of input and output layers for all data
types, with an additional layer for flattening 2D or 3D data.
NN is similar to linear regression models. The second archi-
tecture, NN2, is a deep neural network specifically designed
for each data type. For instance, we employed recurrent and
feedforward layers for time series data, feedforward lay-
ers for tabular data, convolutional and feedforward layers
for image data, and bidirectional recurrent, one-dimensional
convolutional, and feedforward layers for textual data. The
third architecture, NN3, is a more complex version of NN2
with additional layers, more neurons, and different activa-
tion functions. While NN3 networks may seem unnecessarily
complex, they are essential for facilitating our research.
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Fig.4 The three different
architecture formats used in our
experiments

o= o —

Linear Neural
Network (NN1)

The various architecture formats mentioned above are
depicted in Figure 4. For the classification datasets, the mod-
els in our study utilized a sigmoid activation function in the
output layer. However, for the regression dataset (TEDS), we
employed linear activation functions. For detailed informa-
tion on the activation functions used in the hidden layers and
specific layer configurations for each dataset, please refer to
the implementation available in our GitHub repository’. In
terms of the training process, a batch size of 32 was employed
for CCA, HDE, MedN, and 512 for TEDS. The number of
epochs varied for each dataset and model, and the specific
values can be found in our GitHub page.

All models in our study were trained using separate train-
ing and validation sets, and their performance was evaluated
on dedicated test sets. The performance of each model on the
four individual tasks is presented in Table 4. It is noteworthy
that the linear neural network (NN1) consistently performs
worse than the other models.

Nevertheless, we included the linear neural network model
in our study to assess the performance of our metric in the
simplest case. This allows us to evaluate explanations for
fully interpretable models accurately and serves as a baseline
for comparison with more complex models. By including this
model, we can ensure that our metric is capable of correctly
evaluating explanations even in cases where the model’s
behaviour is transparent and easily interpretable. We con-
ducted this test, influenced by recent research on evaluating
explainability techniques using ground-truth synthetic expla-
nations [61].

In all cases, NN2 performs equally well or better than
NN3. NN2 is the most used architecture among the neu-
ral networks. It is important to mention that NN3 does not
consistently outperform NN2 in all scenarios (evident in

7 https://github.com/iamollas/MetaLion- Truthful-Meta- Explanations.
git

Flattening

Layer Layer

Hidden Layer

Deep Neural
Network (NN2)

| R

Layer Layer

Output

Complex Neural
Network (NN3)

datasets HDE and MedN). However, such complex models
are necessary to stress the explainability techniques based on
gradients.

5.1.4 Explainability techniques

In our experiments, we used three different explainabil-
ity techniques, one model-agnostic and two model-specific
(neural-specific). These are LIME, IG, and LRP, which we
discussed in Section 2.2. In our study, we utilized the original
Python library for LIME. For the IG and LRP techniques, we
employed the iNNvestigate library. The default parameters
for IG, LRP, and LIME were used for all datasets, except for
HDE and MedN. Due to computational reasons, we adjusted
the number of neighbours to 100 and 250 for LIME in the
HDE and MedN datasets, respectively. Lastly, we employed
a random explanation as a baseline in our study. This ran-
dom explanation served as a reference point and allowed us
to assess the impact of random noise on meta-explanation
techniques.

One more explainability technique would be to exploit
the real weights of the linear neural models (NN1). Those
weights are ground truth interpretations. However, we will
treat our NN1 as a black box model, and we will use these
ground truth interpretations to evaluate our metric. Our met-
ric should provide a perfect score for these interpretations,
as they are correct and real.

We use the Mean, Median and inXAI for meta-explanation
techniques as well as our proposed technique, MetaLion, as
presented in Section 4. The Mean meta-explanation tech-
nique for each feature computes the mean value across the
importance scores provided by the different explainabil-
ity techniques, while Median takes the median value. For
example, if LIME, IG, and LRP provided 0.2, 0.3, and 0.7
importance scores for the feature “age”, Mean will assign
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Table 4 The three different

architecture formats used in our Dataset Metric Avg # of Features NNI1 NN2 NN3

experiments TEDS RMSE 14 36.98 35.50 32.71
CCA F 12 58.9% 70.71% 71.08%
HDE F 29.71 56.55% 93.22% 85.29%
MedN Fi 48.25 91.27% 96.64% 95.73%

a 0.4 importance score to “age”, while Median will assign
a 0.3. For inXAI, we follow the original implementation,
which builds upon three metrics to weight the seed expla-
nations [53].

We will apply these explainability techniques in all
datasets. Regarding TEDS, we will both apply them in time-
step and sensor level, where in the former feature importance
scores will be assigned to each time-step of each sensor, while
in the latter, importance scores are assigned in the time-steps.
For the CCA dataset, each feature is assigned a feature impor-
tance score, while in HDE, each pixel. Finally, in MedN
dataset, the explainability techniques assigned importance
scores to each term (word).

5.2 Quantitative experiments

The quantitative experiments we conducted include the
evaluation of the truthfulness metric using ground truth infor-
mation from the NNI1, and a comparison of the different
explainability techniques we chose, the meta-explanation
techniques we used, and the one we designed, accompanied
by an ablation study. Additionally, we study the influence
of the noise and § values on the evaluation, as well as we
compare truthfulness to other metrics, complexity, stability,
and consistency. All the metrics employed in our study were
measured exclusively on the test set.

5.2.1 Truthfulness evaluation

The first part of the experiments focuses on the evaluation of
explanations provided by linear neural models (NN1). Those
are ground truth, and therefore we want to assess if the truth-
fulness metric presented in Section 4.1 correctly identifies
these explanations.

InTable 5, we present the assessment of the inherent expla-
nation of NN 1s on the different datasets. We use three differ-
ent levels of noise (noise € [“weak”, “normal”, “strong’]),
and four different § values (6 € [0, 0.0001, 0.001, 0.01]). We
know that NN1s are interpretable. Therefore, their explana-
tions must be 100% truthful. In the results of the table, we
can see that in TEDS (sensor level), CCA, and MedN, it per-
fectly evaluates the linear interpretations. However, in HDE,
which is at the superpixel level, it assigns on average 1.29
wrong weights out of 29.71 superpixels.
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This is reasonable as in our implementation, if the value of
a pixel is increased (decreased) above (below) the maximum
(minimum) value after the alteration, then the value is reset to
the maximum (minimum) value. Then, considering that the
superpixels are working by averaging the per-pixel impor-
tance scores, if a pixel does not get increased (decreased) as
the others, due to such a limitation, the possibility of observ-
ing unexpected behaviours increases. On the other hand, if
we were conducting the experiment at the pixel level, that
issue would not have occurred.

Let’s see the following example. If we have 3 val-
ues [0.8,0.6,0.9] (3 pixels in a superpixel) all of them
having a range of [0, 1], with the importance weights
[0.2,0.05, —0.35], and the prediction = sigmoid(0.2 X
0.8 4 0.05 x 0.6 x —0.35 x 0.9) = sigmoid(—0.125) =
0.469, the average importance would be —0.04 (the weight
of the superpixel). If we make a positive alteration by 0.2 the
3 values get [1, 0.8, 1]. Notice that 0.9 changed to 1 instead
of 1.1, in order to not violate the range [0, 1]. The prediction
will accordingly change to = sigmoid (0.2 x 140.05x 0.8 x
—0.35 x 1) = sigmoid(—0.125) = 0.472. While a positive
alteration, given a negative weight, should lead to decreased
prediction, this did not happen. If we had allowed the value
0.9 to getto 1.1, the prediction would have been 0.444, hence
decreased, as expected. We are aware of this limitation, but
based on the experiments, it appears to be rare. Therefore,
we have decided to maintain the restriction of keeping the
alternative values within their respective ranges.

Given these findings, we can conclude that when the
explanations are correct, truthfulness accurately evaluates a
technique. We shall put it to the test in non-linear, complex
models in the following experiments.

5.2.2 Explainability techniques evaluation

Let’s examine how truthful the different explainability tech-
niques are on the four selected datasets. For the noise and §
parameters, we choose “normal” and 0.0001 (default param-
eters), respectively. In Table 6, for the four different datasets,
we can observe how the different explainability techniques
correctly assign weights to the predictions of NN2 and NN3.
Let’s focus on the first four rows, which are the typical
explainability techniques, and their evaluations.
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Table 5 Truthfulness evaluation

. Weak Normal Stron,
Zlffgzirt Id‘zgiis(NN 1) on the Dataset & 00000001 00T 0000010007001 0 00007 0007001
TEDS 000 000 000 000 000 000 000 000 000 000 000 0.00
CCA 000 000 000 000 000 000 000 000 000 000 000 0.00
HDE 058 034 006 001 070 051 021 004 129 118 079 022
MedN - - - - 000 000 000 000 - - ; -

The two explanation strategies that perform best in these
cases are IG and LRP. There is no apparent winner between
the two, since IG outperforms LRP in TEDS while perform-
ing similarly to CCA, and LRP outperforms IG in HDE and
MedN. LIME, on the other hand, is the worst explanation
approach, doing worse than random explanations in three of
the four cases.

5.2.3 Meta-explanation techniques comparison

The performance of meta-explanation techniques, also known
as ensembles, is shown in the same table (Table 6). As we
showed in the previous section, there is no clear winner
among the many explainability techniques in several cases.
Given the need for a meta-explanation, the ensembling tech-
nique appears to be a good choice. Mean, which averages the
explanations, proves to be a promising approach based on the
literature. Inspired by this, we included in the experiments
a meta-explanation technique based on Median (selects the
median weight among the suggested), as well as the inXAl
technique, and the MetaLion technique as proposed in Sec-
tion 4.2.

Checking the results from Table 6, we can see that our
meta-explanation technique can drastically reduce the num-
ber of identified untruthful features, in all cases. All four
meta-explanation techniques use the four explainability tech-
niques as input. MetaLion reduces the untruthful features by
66% compared to the original techniques, and by 64% com-
pared to the other three meta-explanation techniques.

Ablation study We also conduct an ablation study on seed
explanation techniques. We remove each seed technique one
at a time, monitoring how the meta-explanation techniques
perform. In Table 7, we can see the results. The perfor-
mance of the meta-explanation techniques employing all four
explanation techniques is shown in the first row. In the next
rows, we omit the following approaches in this order: IG,
LRP, LIME, and Random. The red up arrow (1) indicates
that omitting the specific explanation technique reduced the
meta-explanation technique’s performance compared to the
original performance. The green down arrow (1) indicates
that performance improved as the average number of untruth-
ful elements in meta-explanations decreased.

When LIME or Random are omitted, MetaLion appears
to perform slightly worse, whereas the other three perform
slightly better than their original performance. This occurs
because of erroneous explanations introducing noise into
these three meta-explanation techniques. MetaLion, on the
other hand, detects the correct elements even in these noisy
explanations and uses only them, discarding any potentially
noisy ones. Based on this, we can conclude that our technique
is resilient to noisy and even contradictory seed explanation
techniques.

Another intriguing discovery is that the Mean, and Median
meta-explanation techniques are susceptible to changes in the
seed explainability techniques. On average, the performance
of both techniques changes 0.60 and 0.77. Contrarily, Met-
aLion and inXAI appear to be more stable. On both neural
networks, the average change across all datasets is 0.56 and

Table 6 Avg. number of

identified untruthful features per TEDS cca HDE MedN

explainability technique NN2 NN3 NN2 NN3 NN2 NN3 NN2 NN3
IG 4.09 222 445 4.59 18.09 18.09 4.31 5.16
LRP 7.41 5.82 4.26 4.59 15.35 17.36 4.17 3.19
LIME 11.46 11.67 6.49 6.56 20.73 23.13 433 4.50
Random 8.34 7.65 5.59 5.62 19.29 22.10 5.16 5.65
Mean 7.77 6.96 4.25 4.34 17.18 19.21 3.54 3.74
Median 7.41 6.29 445 4.59 17.12 18.45 3.74 3.83
inXAl 8.55 791 5.46 5.37 17.18 19.20 3.55 3.74
MetaLion 2.87 1.68 1.36 1.35 11.70 15.09 0.50 0.29

Best is in bold, second best is underlined
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Table 7 Ablation study regarding the meta-explanation techniques

TEDS CCA HDE MedN
NN2 NN3 NN2 NN3 NN2 NN3 NN2  NN3
Mean 777 696 425 434  17.18 1921 354 374
Original Median 741 629 445 459  17.12 1845 374  3.83
inXAI 855 791 546 537 1718 1920 355  3.74
MetaLion 2.87 168 136 135 1170 1509 050  0.29
Mean 9.254 8707 4907 5000 17367 20.17F 3734 3.71
wlo IG Median ~ 9.414 8671 525) 5431 17.96) 2037t 4247 3911
inXAI 839, 8057 5547 5661 173617 20.184 3747 3.1
MetaLion — 4.67% 3311 1534 1524 12134 1537F 0901  0.59%
Mean 7811  7.814 4914 4901 18901  20.52% 3.891  4.261
w/o LRP Median 774+ 6851 538} 5411 19397 20714 4341 4814
inXAI 845, 7.93F 5571 5691 18907 20527 3.897 4.25¢
MetaLion ~ 3.05% 177t 1514 1561 12901 1563t 1074 1211
Mean 6.65, 551, 4407 430, 1672, 1875/ 3991 4361
w/o LIME Median 578 6.85) 438) 455, 1668, 17.78) 4.16}  4.19%
inXAI 8561 756 5584 5754 1672 1875/ 4.001 4.36%
MetaLion  2.95% 1737 2.607 248% 12324 15477 1027  0.64%
Mean 752 653, 405, 398, 1685, 1851, 345  3.57
w/o Random  Median ~ 7.08) 536] 448} 4661 17224 17.92) 3924 3.64
inXAI 8714 8107 6007 5950 1684, 1851 344 3.56
MetaLion ~ 3.004 175t 2371 2394  12.667 15601 0921  0.581

0.38. We assume that adding more seed explainability tech-
niques will significantly enhance these observations.

5.2.4 Parameters impact

In the prior experiments, we identified IG as the best explain-
ability technique, and our meta-explanation technique as the
best across the other meta-explanation techniques. We select
these two, as well as inXAI and LIME, which the former is
one possible competitor and the latter probably the most pop-
ular explainability technique, to analyse how they perform
given different noise and § values in our cases, as tested in
the NN2 model.

In Table 8, we can see the performance of the techniques
given the different noise and § values changes on the NN2
neural network. In every case, “weak” noise and higher §
values (e.g., 0.01) produce higher truthfulness scores and
do not allow to easily distinguish between techniques. On
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the other hand, “strong” noise and § = 0 is very strict and
punitive. Therefore, we suggest the use of “normal” noise
with a small § = 0.0001, but not O.

5.2.5 Comparison with other metrics

One last quantitative experiment compares the truthfulness
metric to another well-known explainability metrics, includ-
ing as complexity, stability, and consistency. Complexity
measures the number of non-zero weights included in an
explanation. Lower scores in this metric suggest lower com-
plexity, which means more comprehensible explanations. We
can include a complexity threshold. The importance scores
that fall below that threshold are then regarded zero, and the
number of non-zero elements is reduced. In the results shown
in Table 9, where we use “normal” noise, we use the § val-
ues as the complexity threshold as well. For § = 0.0001, the
evaluation of the different techniques is unclear, and we can-
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Table 8 Performance of IG, LIME, inXAl, and MetaLion technique on truthfulness based on different noise and § values

Weak Normal Strong
0 0.0001 0.001 0.01 0 0.0001 0.001 0.01 0 0.0001 0.001 0.01
1G 3.5 34 29 1.1 4.2 4.1 3.8 23 4.8 4.8 4.5 3.6
TEDS LIME 11.0 10.9 10.0 6.0 11.5 11.5 11.0 8.6 12.0 12.0 11.8 10.4
inXAl 8.2 8.1 7.3 4.1 8.6 8.6 8.2 6.1 9.1 9.0 8.8 7.5
MetaLion 2.2 2.1 1.8 0.6 2.9 2.8 2.6 1.5 3.8 3.7 3.6 2.6
1G 4.3 4.2 39 2.6 4.5 4.5 4.3 32 4.8 4.8 4.7 39
CCA LIME 6.2 6.3 59 3.8 6.5 6.5 6.3 4.8 6.6 6.6 6.5 5.5
inXAI 5.5 5.5 52 35 5.6 5.6 5.5 43 5.8 5.8 5.7 4.9
MetaLion 1.1 1.0 0.9 0.5 1.4 1.4 1.2 0.8 1.8 1.7 1.7 1.2
1G 17.6 15.3 10.9 4.0 19.7 18.1 14.5 7.4 20.6 19.6 16.9 10.2
HDE LIME 20.7 18.4 13.2 4.8 223 20.7 16.8 8.4 232 222 19.3 11.7
inXAl 16.2 14.1 9.8 33 18.7 17.2 13.6 6.7 20.4 19.4 16.7 10.0
MetaLion 9.4 7.8 4.9 1.3 13.0 11.7 8.9 3.7 153 143 11.8 6.2
1G - - - - 21.2 43 1.9 0.6 - - - -
MedN LIME - - - - 229 43 1.8 0.5 - - - -
inXAl - - - - 19.6 3.6 1.5 0.4 - - - -
MetaLion - - - - 2.6 0.5 0.2 0.1 - - - -

not easily choose the best technique. For example, in TEDS
dataset, both IG and LIME have the same complexity, but they
have very different truthfulness scores, with LIME making
twice the mistakes as IG.

Another intriguing finding from the complexity metric is
that MetaLion, which always shows the highest truthful-
ness score, also has the lowest complexity scores in three
of the four test cases. This means that the meta-explanation
technique can reduce the number of elements that appear

to the end user, making the explanations shorter and easier
to understand, while guaranteeing that the remaining impor-
tance scores are truthful. This is due to the meta-explanation
technique just replacing the incorrect components with zero.
Given that the truthfulness score is always lower, this replace-
ment is most likely correct. As aresult, it not only ensembles,
but also corrects the seed explainability techniques.
Additionally, we plan to evaluate all seed and meta-
explanation techniques using stability and consistency met-

Table 9 Comparison of

truthfulness and complexity (%r Co (,[)‘}0001 Co %001 Co %01 Co
between IG, LIME, inXAlI, and
MetaLion with different § values G 42 140 41 1398 38 1372 23 1143
TEDS LIME 11.5 14.0 11.5 13.98 11.0 13.78 8.6 11.89
inXAI 8.6 14.0 8.6 14.0 8.2 13.58 6.1 10.12
MetaLion 2.9 11.08 2.8 11.11 2.6 11.12 1.5 9.19
1G 4.5 10.28 4.5 10.28 4.3 10.26 3.2 10.03
CCA LIME 6.5 11.0 6.5 10.99 6.3 10.97 4.8 10.71
inXAI 5.6 12.0 5.6 12.0 5.5 12.0 4.3 12.0
MetaLion 14 10.62 14 10.62 1.2 10.71 0.8 10.64
1G 19.7 29.71 18.1 29.54 14.5 28.03 7.4 15.40
HDE LIME 22.3 26.05 20.7 25.98 16.8 25.37 8.4 19.08
inXAI 18.7 29.71 17.2 29.53 13.6 27.75 6.7 12.46
MetaLion 13.0 16.67 11.7 17.74 8.9 18.45 3.7 7.63
1G 21.2 48.25 4.3 48.13 1.9 47.17 0.6 38.27
MedN LIME 229 44.75 4.3 44,74 1.8 44.62 0.5 43.32
inXAI 19.6 48.99 3.6 48.91 1.5 48.33 0.4 43.33
MetaLion 2.6 45.41 0.5 41.63 0.2 32.88 0.1 18.01
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rics. By examining the stability and consistency of the
explanations, we can assess the robustness and reliability
of the techniques. This evaluation will enable us to compare
how these metrics align with the scores of truthfulness, pro-
viding a comprehensive analysis of the explanation quality
across multiple dimensions.

Stability, also known as robustness, ensures consistent
explanations for similar inputs. To evaluate stability, we uti-
lize Lipschitz continuity, as discussed in [53], a modified
concept of continuity. It measures the maximum difference
in explanations between points within a defined neigh-
bourhood. The neighbourhood is determined by a distance
criterion denoted as €, which ensures proximity between
points.

For the CCA dataset, we set € to the default value of
0.3. However, for TEDS, we found that 0.3 was inadequate
as it resulted in the same score for all techniques. There-
fore, we selected a higher value of 3. For datasets with
higher-dimensional feature spaces like HDE and MedN, we
searched for an € value that could differentiate the techniques
to some extent. We set € to 50 in these cases. Although
we would have preferred to increase this value further, the
computational cost associated with increasing € limited our
search.

Table 10 presents the performance of each technique in
terms of stability. While there is no clear winner, several
interesting findings can be observed. In the case of the
TEDS dataset, LIME demonstrates superior stability com-
pared to all other techniques. Among the meta-explanation
techniques, median shows promising results. For the CCA
dataset, Random explanations exhibit the highest level of sta-
bility, while among the meta-explanation techniques, inXAI
performs well. In the HDE dataset, all techniques achieve per-
fect stability, indicating the need for an increased value in the
€ parameter. In the MedN dataset, IG and LRP achieve per-
fect stability scores, while all meta-explanation techniques
demonstrate adequate performance. Lastly, we can observe
that MetaLion is highly influenced by the instability of the
seed techniques; thus, by removing instable ones, for exam-

ple, Random on TEDS, the stability of the technique is
expected to be increased.

The last metric we will discuss is consistency, which mea-
sures the degree of variation in explanations generated by a
technique for different models. Specifically, we consider our
three models: NN1, NN2, and NN3. Consistency evaluates
how different the explanations provided by a technique for
these models are for each instance. It is important to note
that the Random explainability technique produces the same
explanation for an instance across all three models, leading
to inflated consistency scores.

As seen in Table 11, in the case of TEDS, the seed
techniques exhibit challenges with consistency, while the
meta-explanation techniques perform better. For CCA, both
the seed and meta-explanation techniques perform similarly,
except for inXAI, which outperforms the others. A similar
pattern is observed in HDE, while in MedN, IG demonstrates
perfect consistency compared to the other techniques. Over-
all, inXAI produces the most consistent explanations across
all datasets, with IG, Mean, and MetaLion following suit.

However, both metrics fail to identify a single technique
as the best. It is worth noting that the inXAI meta-explanation
technique, which aggregates the seed techniques by optimiz-
ing these two metrics, was included in our study. In contrast,
the truthfulness metric achieves to identify the best technique,
which is MetaLion which attempts to optimise this metric.

Furthermore, when comparing inXAIl and MetaLion, the
former optimizes metrics such as stability, consistency, and
area under the loss curve. Thus, it is expected to perform
slightly better.

5.3 Qualitative experiments

In this section, we will present two examples comparing
explanations provided by IG, LRP, and Mean, with our meta-
explanation technique from the textual (MedN) and image
(HDE) datasets. In both cases, we use the NN3 neural model.
Moreover, we will showcase how the argumentation frame-
work can be employed to provide richer explanations.

Table 10 Stability per

10 S : TEDS CCA HDE MedN
explainability technique NNI NN2 NN3 NNI NN2 NN3 NNI NN2 NN3 NNI NN2 NN3
G 078 074 080 084 073 070 098 099 099 1.00 100 1.00

LRP 078 056 068 084 074 071 098 099 099 1.00 100 1.00

LIME 098 087 08 068 069 068 099 099 099 087 087 088

Random 062 062 062 0.83 083 083 099 099 099 098 098 098

Mean 087 079 084 087 079 077 099 1.00 100 093 092 093

Median 088 080 083 086 076 074 099 100 1.00 099 095 095

inXAI 080 076 080 093 080 079 100 100 100 095 095 097

MetaLion 0.66 072 079 078 074 074 099 099 1.00 095 091 093

Best is in bold, second best is underlined
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Table 11 Consistency per explainability technique

TEDS CCA HDE MedN
1G 0.11 0.39 0.76 1.00
LRP 0.09 0.40 0.75 0.28
LIME 0.11 0.47 0.83 0.26
Random 1.00 1.00 1.00 1.00
Mean 0.77 0.51 0.84 0.49
Median 0.63 0.40 0.79 0.44
inXAI 0.89 0.88 0.86 0.50
MetaLion 0.64 0.36 0.82 0.34

Best is in bold, second best is underlined

We will start with the first example regarding an instance
from the MedN dataset. In the first row in Fig. 5, we can
see the examined instance. The prediction from the neural
network regarding this medical report was 93% probability
to concern acute ischemic stroke. Focusing on few specific
words, “Diffusion”, “Restriction” (appearing 1st), “Restric-
tion” (appearing 2nd), all of them have been assigned with
a truthful weight from our meta-explanation technique, and

the corresponding arguments are presented below. For exam-
ple, regarding the word “Diffusion”, which according to IG,
LRP, Mean, and inXAI should have a negative weight, when
it is removed, the probability drops. Therefore, the weight
should have been positive, as our meta-explanation tech-
nique correctly assigned. The corresponding argument is the

Ipiffusion.DEC-

fDiffusion,pEc: The evaluation of the alteration of
Diffusion’s value 1 to 0 (DEC) was performed and
the model’s behaviour was as expected DEC (93% to
90%), according to its importance zp; ffusion = 0.75.
SRestriction—1st, pEC: The evaluation of the alteration of
Restriction — 1st’s value 1 to 0 (D EC) was performed
and the model’s behaviour was as expected DEC (93%
to 86%), according to its importance Zgestriction—1st =
0.92.

SRestriction—2nd. 1N The evaluation of the alteration of
Restriction —2nd’s value 1 to 0 (I N C) was performed
and the model’s behaviour was as expected /NC (93%
to 95%), according to its importance zRrestriction—2nd =
—0.29.

Diffusion restriction in right inferior cerebellar hemisphere or right internal carotid artery territory . Acute or early subacute infarct .

Equivocal T1 high signal intensity at the corresponding area of diffusion restriction

the corresponding area of diffusion restriction .

white matter . Developmental venous anomaly .

Suggestive of subacute infarct .

. suspiciously combined hemorrhage . Partial enhancement at

Original

Focal linear enhanced vascular structure of left subinsular

magnetic resonance angiography unremarkable .

3 V4
Diffusion ' restriction In-lnferior cerebellar hemisphere or right internal carotid artery territory . Acute or early subacute infarct .

X
Equivocal T1 high signal intensity at the corresponding area of diffusion restriction

the corresponding area of diffusion restriction .

white matter . Developmental venous anomaly

Suggestive of subacute infarct .

. suspiciously combined hemorrhage . Partial enhancement at

Focal linear enhanced vascular structure of left subinsular

. magnetic resonance angiography unremarkable.

X
ﬁrestriction.rlqht inferior] cerebellar hemisphere or right internal carotid artery territory . Acute

P g area . diffusion ‘ 5 — hemorrhage . Partial enhancement at

Suggestive of subacute infarct .

Equivocal T1 high signal at the

the corresponding area of diffusion restriction .

white matter . Developmental venous anomaly .

‘early! subacute infarct .

LRP

Focal linear enhanced vascular structure of left subinsular

magnetic resonance angiography unremarkable .

Equivocal T1 high signal intensity at the corresponding area of diffusion

the corresponding area of diffusion restriction .

white matter . Developmental venous anomaly

carotid artery territory . Acute [or early subacute [infarct .

. 'suspiciously combined hemorrhage . Partial enhancement at

Mean

of subacute 'infarct . Focal linear enhanced vascular structure of left subinsular

. magnetic resonance angiography unremarkable'
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—
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v
lefuslon—ln-inferior cerebellar hemisphere or right internal carotid artery territory . Acute or early subacute infarct .

Equivocal T1 high signal at the corresp

the corresponding area of diffusion restriction .

white matter . Developmental venous anomaly

Fig.5 MedN Example: Explanation provided by different explainabil-
ity techniques for a specific instance. The colour red indicates that the
word has a positive influence on the prediction, whereas the colour blue

ding area of diffusion restriction .

Suggestive of subacute infarct .

suspiciously combined hemorrhage . Partial enhancement at

Metalion

Focal linear enhanced vascular structure of left subinsular

. magnetic resonance angiography unremarkable .

suggests that it has a negative effect. Green mark indicates that the
influence is correct, while red cross incorrect
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In the second example (Fig. 6), we can see an exam-
ined instance, which is classified as “damaged” with a 60%
probability. We can see the different explanations from the
techniques, at the segment (superpixel) level. Red highlight
indicates that the segment is very crucial to the prediction
of this class, while blue for the other class. Our meta-
explanation method achieves to both highlight fewer parts of
the image, while it contains less untruthful weights. The seg-
ments, with number 1, 9 and 27, are presented. The weights
assigned to all of them is correct in MetaLion, in contrast to
the others. Segment 1 is negative to IG, LRP, Mean and inXAI,
while it should have been positive. The arguments support-

ing this are fSegmentl,DEC and fSegmentl,INc- Similarly, to
segments 9 and 27.

fSegment,, pEC The evaluation of the alteration of Segment | ’s
value by —0.07 (D EC) was performed and the model’s
behaviour was as expected DEC (60.5% to 60.1%),
according to its importance zZsegmenr; = 0.20.

SSegment, . inc The evaluation of the alteration of Segment | ’s
value by +0.0.07 (I N C) was performed and the model’s
behaviour was as expected INC (60.5% to 60.9%),
according to its importance zsegmenr; = 0.20.

fSegmenty, pEC The evaluation of the alteration of Segmenty’s
value by —0.26 (D EC) was performed and the model’s
behaviour was as expected DEC (60.5% to 39.2%),
according to its importance Zsegmenr, = 0.24.

SSegmenty,inc The evaluation of the alteration of Segmentg’s
value by +0.26 (I NC) was performed and the model’s
behaviour was as expected INC (60.5% to 62.7%),
according to its importance zsegmenry, = 0.24.

Fig.6 CCA Example:
Explanation provided by
different explainability
techniques for a specific
instance. The colour red
indicates that the word has a
positive influence on the
prediction, whereas the colour
blue suggests that it has a
negative effect. Green numbers
indicate that the weight of the
segment is correct, while red
numbers incorrect

Original
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SSegment,7.0EC The evaluation of the alteration of Segmen
t7’s value by —0.14 (DEC) was performed and the
model’s behaviour was as expected INC (60.5% to
62.5%), according to its importance zsegmenr,7 = —0.75.
SSegment,7,1nc The evaluation of the alteration of Segmen
t7’s value by +0.14 (/NC) was performed and the
model’s behaviour was as expected DEC (60.5% to
52.3%), according to its importance zsegmenr,7 = —0.75.

We believe that by presenting such arguments to the user,
we may help them evaluate and choose the optimal method
from among multiple options, as well as enhance their trust in
the system. Specifying the reasons why an importance score
is regarded truthful or untruthful can considerably increase
trust in the explanation.

6 Conclusions

Machine learning models must be interpretable when used
in high-risk applications. There are several techniques for
explaining a model’s decisions, as well as evaluation meth-
ods for determining the quality of the explanations. However,
because there are so many alternatives, determining the best
explanation technique for a given application can be chal-
lenging. While evaluation can assist in this process, it is
not always the case. It would be extremely beneficial to
give a user-friendly evaluation metric that would allow the
combination of various explanation techniques via a meta-
explanation technique.

20 40 6 8 100 120
Metalion
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The metric we introduced, truthfulness, is a good choice
for a meta-explanation technique, whereas alternative faithfu
Iness-based metrics produce outputs that would be difficult to
incorporate into a local ensembling/meta-explanation tech-
nique. Truthfulness is appropriate since it filters the important
scores of each explanation if they have the incorrect polar-
ity based on the model’s behaviour with a few alterations.
Depending on this filtering, the meta-explanation technique
may readily select the most appropriate truthful score among
the scores based on the change in the output. As a result, with
fully unsupervised methods, both explanation techniques and
metrics, the meta-explanation we provide seems to be an
appropriate choice.

Through large-scale experimentation, we explored the
ability of truthfulness to accurately assess explanations,
intrinsic or not, in four datasets of varied data types. Then,
while conducting an ablation study, we discussed the perfor-
mance of meta-explanation techniques, demonstrating that
MetaLion always performs better when the number of input
(seed) explanations is increased, even when noisy, contra-
dicting explanations are included, whereas other methods
perform better when noisy or erroneous explanations are
omitted. This allows us to freely add explanations as seeds
in our meta-explanation, considering solely the additional
computational overhead as it improves efficiency while over-
looking potential noise.

Although we used IG, LIME, and LRP in our experi-
ments, our technique is not limited to them. To improve
the performance of the meta-explanation technique, the end
user can easily replace or add new ones. Nonetheless, they
must always keep in mind that the additional explanation
techniques must be consistent with the two assumptions
(Assumptions 1 and 2).

A discussion about the two truthfulness parameters, noise
and &, took place as well, to allow users to select which val-
ues are most appropriate for their applications. A “strong”
noise with a § value of 0 is recommended for a more strin-
gent evaluation. However, in most circumstances, ‘“normal”
noise with a § value of 0.0001 would suffice. In most situ-
ations, such difference in prediction is almost minor, hence
we recommend this setting. We also compared truthfulness
to the complexity, stability, and consistency metrics. Based
on this comparison, we wanted to highlight that our meta-
explanation technique almost always delivers both the most
truthful and the least complex explanations, especially as the
8 value increases, while achieving decent performance in
other metrics as well.

Lastly, we demonstrated a qualitative experiment using
two examples from two distinct datasets. We contrast our
meta-explanation technique, MetaLion, with various explain-
ability techniques. MetaLion is less complex and more
truthful. The truthfulness of each important score is addi-
tionally supported by a few arguments, which assist the end

user trust the explanation. Those arguments are re-phrased
compared to the originals, as presented in our preliminary
work [26].

6.1 Limitations

While our work offers several advantages, it is important to
acknowledge its limitations. Firstly, concerning the truthful-
ness metric, the alterations made may not fully capture the
behaviour of the underlying model accurately. This limitation
could potentially impact the evaluation of explanations.

Additionally, the truthfulness metric is dependent on mod-
els that produce continuous outputs in regression tasks or
probabilities in classification tasks. As a result, explanations
for models like decision trees may not be suitable candi-
dates for evaluation using this metric or other faithfulness-
based metrics. Conversely, explanations for neural networks,
where logits or output of activation functions (such as soft-
max/sigmoid) can be used directly, as well as explanations
for probabilistic models and ensembles, can be appropriately
evaluated using this metric.

Furthermore, it is important to note that MetaLion, like the
seed explanation techniques it builds upon, does not consider
feature dependencies. This limitation arises from the nature
of the seed techniques themselves. It is an area that requires
further exploration and consideration in future research.

6.2 Future directions

Our future objectives encompass several aspects. Firstly, we
aim to conduct a large-scale experiment to compare the truth-
fulness metric with other metrics, investigating any potential
correlations between them. Additionally, we seek to explore
methods to enhance the truthfulness metric for even more
accurate evaluations. One approach is to investigate alterna-
tive techniques, such as interpolation, to capture the polarity
more accurately within a given range of values, replacing the
current two alterations performed for each feature value.

Moreover, we plan to extend our analysis to incorporate
different machine learning models, such as Transform-
ers, and explore their compatibility with MetaLion. This
expansion would also involve considering various tasks,
including multi-class and multi-label classification, to assess
the applicability of the approach across different domains.
Furthermore, we intend to enhance both the argumentation
framework and MetaLion itself. By refining these com-
ponents, we aim to improve the overall effectiveness and
usability of the approach. In addition, we aim to investigate
the feasibility of incorporating alternative metrics, such as
stability, consistency, and others, in MetaLion’s ensembling
procedure.

Another potential future direction is to incorporate expla-
nation techniques that consider feature dependencies and

@ Springer



M loannis et al.

investigate the applicability of MetaLion in such scenarios.
By exploring the use of MetaLion in conjunction with expla-
nation techniques that account for feature dependencies, we
can assess its usability and effectiveness in capturing and
presenting explanations in more complex and interdependent
feature spaces. Finally, we aim to conduct a human-centred
experiment to demonstrate the preference of end users for
meta-explanation techniques. We also plan to carry out exper-
iments involving domain experts, like those presented in
recent studies [62].
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