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Abstract
Personality traits are regarded as a significant factor of compe-
tency for job candidates, for example, evaluating the capacity to
work efficiently within a team. However, there is a gap in the tradi-
tional assessment system for these cases since they typically rely on
self-answered questionnaires that are biased or easily exploitable.
Artificial Intelligence techniques can fill this gap by generating
objective data to define standard personality template profiles, uti-
lizing trained Reinforcement Learning agents. In this paper, we
propose a gamified framework that employs Machine Learning
methods to emulate personality traits based on the players’ play
styles, with the purpose of creating standard team profiles. The
OCEAN Five personality model is used as a basis for this attempt,
which characterizes personality as a synthesis of the five compo-
nents: openness, conscientiousness, extraversion, agreeableness,
and neuroticism. After generating gameplay data through self-play,
we examine how various personality qualities, actions, and modes
of communication impact the team performance of the agents, with
respect to the different personality traits. Results indicate that the
personality traits of the agents individually and as a team do impact
their performance and efficiency. This can be used as a methodol-
ogy for creating efficient individual bot agents or teams of agents
in many game environments.

CCS Concepts
• Computing methodologies→Multi-agent reinforcement
learning.
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1 Introduction
As technology advances, new opportunities are created to accom-
plish new milestones in various scientific domains. Gaming has
changed and improved in many ways and can be combined and
used in other sectors. Human resource management and education,
for example, utilize game-based approaches [7] to enhance and
expand their effectiveness by providing new experiences, opening
up new chances for learning, and analyzing their employees. One
such example of gaming is Escape Rooms (ER), either real-life or
virtual, which is one fast-expanding game type that employs similar
gamification tactics and collaboration [16]. The purpose of an ER
is for a player or team to solve physical and mental puzzles and
riddles within a certain time limit to leave the room. Companies
employ ER for team bonding and assessment of individual players
and the team as a whole since strong collaboration and excellent
communication are critical for a team’s success.

There have been attempts in real-life ER to quantify team effec-
tiveness and performance, but the existing methods and tools are
mostly restricted to a questionnaire the players fill out after the
room is completed. This causes issues with evaluation because the
measurements are skewed and dependent on each player’s biased
view of the game [9]. Even if a person is assigned to record cer-
tain data, it is hard to maintain track of each player’s movement,
activities, and conversation throughout the full ER game.

The development of an ER game that gathers and analyzes the
play style of each player and the team as a whole can be a new,
engaging, and effective solution to handle such difficulties. However,
there is a need for numerous gameplay data with various types
of player behaviors so that analysis of the results can reveal the
features that are unique to each team. To do this, we developed
Deep Reinforcement Learning agents that generate data using self-
play while emulating personality traits based on the OCEAN Five
personality trait model.

More specifically, we propose a multi-agent system, that solves
an Escape Room game, while each agent shows specific behaviors
and emulates a distinct trait based on their custom reward function
using Deep Reinforcement Learning (RL). This allows us to compare
each player’s personality attributes based on their gameplay style.
As a result, a team profile is generated that includes information
about a range of measurements and attributes as well as their ef-
fectiveness, based on the combinations of the personalities of the
agents.

This paper presents a multi-agent system in a 3D digital Escape
Room as a simulation of team effectiveness based on the behaviors
and personalities of each team member regarding their team traits,
like Agreeableness and Extraversion. More specifically, we propose
custom reward functions so that each agent acts and emulates
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behaviors based on the specific Extraversion and Agreeableness
personality traits.

We focus on these specific traits because their behaviors and
rewards are directly influenced by how the agents cooperate. This
includes aspects such as communication, where agents share infor-
mation or signals, and physical interactions like pushing, which
affect how they navigate shared spaces. In contrast, traits like Open-
ness primarily focus on an agent’s interactions with the environ-
ment itself, such as exploring new areas or engaging with objects
independently. By concentrating on traits that emphasize inter-
agent cooperation, we can better understand and develop systems
where teamwork and collaborative strategies are essential. This
distinction allows us to create more dynamic and interactive multi-
agent systems, laying the groundwork for more complex and varied
behaviors in future research.

The contribution is:

• A multi-agent system that measures team efficiency based
on personality

• A reward mechanism for emulating human behaviors in a
dynamic, gamified environment

In this work, section 2 examines the main topics of our work and
section 3 analyzes relevant work on personality trait implemen-
tations and multi-agent systems. The approach of our study and
the results of the agent’s training are provided in section 4, and in
section 5 some inferences are reached as a result.

2 Background
In this section, we examine the two main components of our sys-
tem: the personality characteristics model and the Reinforcement
Learning (RL) theory.

2.1 Personality model
We have incorporated the OCEAN Five personality characteristics
model and the acronym stands for Openness, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism, and it is one of the
most well-known models in the field [11].

Personality evaluation is an issue with various aspects such as
temperament, emotion, andmentality; thus, the actual number is de-
batable. This has resulted in significant studies by various scientists
that analyze the features upon which the OCEAN Five personality
model is based. Following OCEAN-Five, various changes and new
models were produced, like the Psychopathic Personality Inventory
(PI) [21]. These new models are based on the OCEAN Five model,
with differences in the subcategories of each feature. However, we
utilize the Ocean Five model since it is more widely used, widely
recognized, and generally.

2.2 Reinforcement Learning
Reinforcement Learning is a sub-field of Machine Learning that
entails teaching an agent to learn through contact with an unknown
environment. Generally, the agent learns to choose the best action
to maximize a reward function in a particular circumstance by
weighing the opinions of other actions [19]. As a result, the agent
uses input based on prior experience to optimize its reward and
therefore learns from its actions and experiences. Each following

state and, hence, all future rewards can be affected by the actions
selected in addition to the immediate reward [20].

An RL model is defined as a Markov Decision Process (MDP) and
is represented as a 5-tuple 𝑀 = (𝑆,𝐴, 𝑝,𝛾, 𝑅), where S is the state
space, A is the action space, and p is the environment dynamics
function, 𝛾 is a discount factor, and R is the reward function [2]. In
our agent system, we do not define the dynamics function or use
the discount factor, while the observation and action space as well
as the rewards are analyzed in section 4.

It must also be noted, that multiple autonomous, cooperating
agents known as "multi-agent systems" share a common environ-
ment, which they observe with the help of sensors and respond to
using actuators. Although the agents in a multi-agent system can
be equipped with pre-designed behaviors, they frequently need to
pick up new behaviors and actions online, which leads to a gradual
improvement in the performance of the individual agent or of the
multi-agent system as a whole [4].

2.3 HiDAC Simulations
For our work, we used the High-Density Autonomous Crowds (Hi-
DAC) [8], a high-density crowd simulation system that handles the
simulation of behaviors as well as their path-finding in a museum
as a baseline for our rewards.

More specifically, after completing each episode, each agent
is awarded based on the associated characteristic it emulates, de-
pending on the trait on which they are being trained. So, they are
rewarded based on how the HiDAC defines an agent’s behavior.
The personality of an agent 𝑝𝑖 is a 5-dimensional vector, with each
dimension represented by a personality component, 𝑃𝑠𝑖𝑖 . A Gauss-
ian distribution function 𝑁𝑢 with mean𝑚𝑢𝑖 and standard deviation
𝑠𝑖𝑔𝑚𝑎𝑖 is used to simulate the distribution of personality variables
in a group of individuals:

𝜋 = ⟨Ψ𝑂 ,Ψ𝐶 ,Ψ𝐸 ,Ψ𝐴,Ψ𝑁 ⟩ (1)

Ψ𝑖 = (𝜇𝑖 , 𝜎2𝑖 ) for 𝑖 ∈ {O,C, E,A,N}
𝑤ℎ𝑒𝑟𝑒 𝜇 ∈ [0, 1], 𝜎 ∈ [ − 0.1, 0.1]

(2)

The overall behavior 𝛽 of an individual agent is a function of the
different behaviors that it shows in the game and is defined as:

𝛽 = (𝛽1, 𝛽2, ..., 𝛽𝑛) , where 𝛽 𝑗 = 𝑓 (𝜋) , for j = 1, ..., n (3)

because each attribute varies, 𝑃𝑠𝑖𝑖 can have both positive and
negative values.

Furthermore, a specific behavior may also exist in more than one
personality dimension, depending on the positive/negative influ-
ence. For example, impatience can only be identified as a negative
quality if a person is non-agreeable or low conscientious [12], lead-
ership affects high-extroverted and conscientious people [10] and
panic affects neurotic and low-conscientious individuals [5].

3 Related Work
Modeling personality features is a difficult issue, and past work has
relied on simulation and statistical approaches [8]. The HiDAC sim-
ulation system delivers individual distinctions by assigning specific
psychological and physiological traits to each participant. There
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is also evidence that conversational agents may be built to display
personality through nonverbal behaviors like body movement and
facial expressions, as well as verbal behaviors like dialogue selection
and voice change [18]. These works demonstrate that modeling
behavior in simulated settings or certain scenarios is possible and
is used as a base for our models, however, in our work, we integrate
these qualities in a dynamic gaming environment. More specifically,
the main elements of the escape room (like the buttons or the keys)
are changing in every new episode. This allows us to generate more
variable gameplay data and create a more generic standard profile
for the participant.

In addition, amulti-agent system based on decision trees and data
from common surveys was developed as a model for diagnosing or
identifying personality types [17]. It is used to identify a person’s
dominant personality type, to position someone in the proper job,
or to pinpoint a person’s reactions depending on their specific traits.
The primary distinction between this approach and our work is that
it collects data using conventional self-administered questionnaires,
which does nothing to lessen the bias of the results.

Furthermore, there has been research on creating adaptive agents
in serious game environments. In this work, a multi-agent system
was built and integrated into the SIMFOR project, a serious game
regarding crisis management [15]. The agents are built based on the
Belief Desire Intention (BDI) deliberation model and include edit-
ing options to aid in a crisis scenario construction. As a result, the
designer may set the agent’s actions, as depicted in a crisis manage-
ment scenario case study. Though this approach shows sufficient
generality to be applied in other serious games training situations,
our multi-agent system is built to set a standard methodology for
NPC creation and not contribute to general crisis management
scenario construction.

Moreover, there have been previous attempts at using a game
environment as a simulation for modeling behaviors [14], which
analyzes how a single agent can emulate simple in-game behavior
related to its movement based on its openness personality trait,
while it navigates in a simple room. The work of [13] also showcases
how an escape room can theoretically measure specific gameplay
data and metrics regarding a player’s personality using specific
puzzles and riddles. Our work implements a multi-agent system to
set a reward function methodology for teams, measuring efficiency,
in a gamified environment while exhibiting complex behaviors
based on multiple personality traits.

4 Methodology
The gaming mechanics are presented in this section. We also es-
tablish the parameters for evaluating personality traits and explain
how Deep RL agents work.

4.1 Environment
We implemented the agents and the multi-agent system in Unity
and used the example assets to build our 3D Environment. We
created a simplified Escape Room environment, where the agents
have to find a button, that will reveal a key in order to unlock the
final door. We must also note, that our environment is dynamic,
meaning that the buttons, the keys, and the door are not always
in the same position, but spawn randomly on each episode while

Figure 1: Environment

there are obstacles inside the room that are randomly generated
each time, as we can see in Figure 1.

The agents at the beginning were trained to learn to solve the Es-
cape Room game first by identifying the buttons and keys required
for level completion and then we trained the agents to emulate
the Extraversion and Agreeableness traits and the corresponding
behaviors since these two are related to a team of people and their
relationships. We do not include the other traits because it is out of
the scope of this multi-agent system study.

4.2 Action Space
The agent’s actions are discrete and selected during gaming, whereas
its rewards are predetermined based on the trait the agent emulates.
The agent’s action space consists of several distinct capabilities.
For movement, the agent can move forward and backward, with
each movement action represented as a Boolean variable, allowing
the agent to either initiate or halt the movement. For rotation, the
agent can rotate to the left and right, with each rotation action
also being a Boolean variable that determines whether the agent is
currently rotating in a given direction. Additionally, the agents can
adjust their speed between two modes: normal and fast, enabling
them to navigate the environment more efficiently depending on
the situation. They also have the ability to perform a gesture action
by pointing out locations of objects of interest within the room,
which helps in communicating with other agents or highlighting
key areas. Furthermore, the agents can push each other as a re-
sult of their movement, which occurs naturally when one agent’s
movement causes physical contact with another agent and is not a
discrete action. By combining these actions, agents can navigate
and interact with their environment and each other effectively,
facilitating complex behaviors and cooperative tasks.

It must be noted, that we also monitor specific information for
each agent’s gameplay style, like their movement, if they interact
with each other (push each other), and with the environment, like
if they pick up keys or press buttons.

4.3 State Space
We use ray casts for the observations, which is a physics function
that projects a ray into the environment scene and returns a Boolean
result if a target is successfully intersected. Ray-cast observations
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(RayPerceptionSensor) are utilized by agents to receive observations
from the environment in the Unity implementation. Before making
a judgment using the observation vector, the agent class invokes
this method.

The agent is observing the surroundings and gathering informa-
tion about objects with specific tags, including, other agents and/or
NPCs (Non Playable Characters), walls, doors, buttons, and keys.
The agent projects one (1) ray in front of it and seven (7) more in
each direction. This allows it to have complete knowledge of its
surroundings.

Furthermore, each agent takes into account information from
the environment, such as vector observation, for buttons, keys, and
doors and their current state, e.g. whether they are pressed, found,
or unlocked. For example, when an agent picks up the key, all the
other agents get this information too through their observations.

So, the final state space consists of the ray-cast arrays, which
project a total of fifteen (15) rays that each check the 5 tags analyzed
above and the three (3) vectors from the environment state, with
the final size of our state being seventy-eight (78).

The observation values are ray-cast Boolean for each tag and
Boolean for each vector. As a result, the agent gains knowledge from
its sensors and its environment. This allows it to gain awareness
of its environment and surroundings. Throughout the training,
rewards were assigned based on interactions with each other, as
explained in the next section.

4.4 Rewards
A common difficulty with many MDPs is that rewards are often
relatively sparse, providing non-zero rewards to the agent for only
a few states and making the learning procedure difficult. This phe-
nomenon occurs in an Escape Room setting as well, because the
most significant rewarding events occur only after all the agents
escape, making it hard for each one to grasp the chain of events
that led to it accurately.

For our work, the rewards are broken into two parts. The first
part is related to the ER game and how the agents’ team learns to
solve it, and the second one is the custom reward functions for the
agents to behave in specific ways. These two kinds of rewards are
monitored separately since the first one is the reward for the whole
team and shows if the team manages to solve the escape room and
escape. The second reward is given to each agent and is related to
the behaviors it exhibited, and is discussed in the next paragraphs.

More specifically for the ER game, we implemented proper re-
ward functions for each one of the agents, when they reach specific
checkpoints in the progress of the room, like picking up a key, and
a final team reward when all the agents escape.

We choose these rewards so that the agents will learn and have
the ultimate goal of escaping, not just finding the key or opening
the door. So we crafted the proposed rewards as a + 0.4 reward
for each agent when they see a key or unlock a door a +1 if they
manage to escape, and the team reward as +100 if all the agents
escape the room. In the future, a more sophisticated reward-shaping
approach will be used.

For the next phase of our implementation, we have formulated
mathematical equations based on the HiDAC system’s metrics.
We utilized their systems architecture and have made changes to

Table 1: Traits to rewards, based on actions and characteristics

Personality Trait Behaviors (Original) Reward (custom)

Extraversion Leadership 0.3 * mean speed * Ψ𝐸

Communication 1 if num of communication actions used >= Ψ𝐸 >= 0.5
Impatience 0.3 * 2 * Ψ𝐸 – 1 if Ψ𝐸 >0
Pushing 1 if num of push actions used >= 0.3 *Ψ𝐸 >= 0.5

Personal Space -
Walk speed Max walk speed + 1
Gesture Num of correct gestures * 10

Agreeableness Impatience 0.3 * (1 – Ψ𝐴) if run each step
Pushing 1 if num of push actions used >= 0.3 * (1- Ψ𝐴) >= 0.5

Right Preference 0.3 *(Times right/time) * Ψ𝐴

Wait Radius -
Wait Timer -

their way of interpreting behaviors for our system. Based on the
formulas of Table 1, we created new reward functions, by combining
different kinds of behavior by setting the corresponding Ψ during
the training. For example, we get the mean speed of the agent
or how many times it collided and pushed other agents and we
calculate the corresponding behavior and reward them depending
on the Ψ we have set.

The rewards are given at the end of each episode, based on how
it interacted with the environment. We are able to know every
interaction between the agent and the environment by keeping
track of the tags of each item it interacts with by utilizing colliders.

Since each agent is trained while showing specific behaviors, we
expect the rewards and data to fluctuate since the behavior can be
unstable or create tension between the team players, especially if
they are trained in opposite traits and show different behaviors.
For instance, consider two agents, one extrovert and one introvert.
Since their rewards are based on speed, each will move faster than
the other.

4.5 Training Methodology
As we stated in the previous section, we created a simple multi-
agent system in that each agent tries to achieve specific tasks, such
as pressing buttons and opening doors and the goal is for all the
agents to escape.

Then, each agent in the team is trained on specific personality
traits, alongside specific behaviors, based on the previous reward
model, while each one tries to achieve the same tasks as before, and
the team’s objective is the escape of all the agents.

We implemented theMA-POCA (MultiAgent POsthumous Credit
Assignment) algorithm, from the ML-agents package [3], which
learns a centralized value function to estimate the group of agents’
expected discounted return and a centralized agent-centric coun-
terfactual baseline to achieve credit assignment [6].

4.6 Training Results
In this subsection, the results of the agents’ training are shown,
alongside discussion and conclusions.

To train the agents that emulated human behavior, we started
by training a simple multi-agent system to solve the ER, so that we
could set the training hyperparameters. In the following figures, the
X-axis shows the steps of the training, and the Y-axis the rewards
or the time for each episode.



Machine Learning Methods for Emulating Personality Traits in a Gamified Environment SETN 2024, September 11–13, 2024, Piraeus, Greece

Figure 2: Default multi-agent team

Table 2: Hyperparemets and best values

Hyperparameters Values

batch size 128, 254 , 512, 1024
buffer size 64000, 128000, 256000, 10240

learning rate 0.005
hidden units 256, 512
number layers 2

The results of the best default (without emulating behaviors)
multi-agent team are shown in Figure 2, and as we can observe it
learns to solve the room most of the time, while sometimes some
agents did not escape as we can observe from the drops of the
rewards. This is related to the dynamically changing environment.

Regarding the hyperparameters, we tuned with the batch size,
the buffer size, the learning rate, the hidden units, and the number
of layers.

The final parameters that were tested are the ones shown in
Table 2, with the underlined ones being the best.

All the agent teams were trained for 10 million steps, which took
around 8 hours each for each team, and for their assessment we
looked into the group rewards, each episode length, and in some
cases their behavior metrics.

Following that, we started to implement the reward functions
regarding the behaviors and train agent teams with different kinds
of behaviors and traits. For better results, each agent had only one
personality trait. The teams consisted of 4 agents and since the
possible combinations with four types of personality (Extrovert, In-
trovert, Agreeable, and Non-Agreeable) were numerous, we present
some of the more standard.

In the first four teams we trained, all the teams consisted of
agents that showed only one of the above personalities. This way
we could set a base of how agents with the same personality traits
would perform.

As we can see in Figure 3, both the team with only extrovert
agents (orange) and introverts (pink) learn to solve the room quite
fast but they have drops of rewards (meaning that not all agents
managed to escape). This can happen because sometimes they show
impatient behavior and do not cooperate efficiently.

Regarding their mean episode length, we must note that the
introverts (pink) take more time to finish the room, since based on
the bibliography they tend to move slower, as shown in Figure 4.

In Figure 5, the team with only agreeable (red) agents takes some
time to learn to solve the room but they have some drops of rewards,
while, the non-agreeable agents (cyan), were a bit less efficient but

Figure 3: Extrovert (orange) and Introverts (pink) agents team
rewards

Figure 4: Extrovert (orange) and Introvert (pink) episode
length

Figure 5: Agreeable (red) and Non-Agreeable (cyan) agents
team rewards

Figure 6: Agreeable (red) and Non-Agreeable (cyan) episode
length

learned to solve the room a bit earlier but show some fluctuation
of the results, related to their impatience.

Wemust also highlight that both agreeable (red) and non-agreeable
agents (cyan) teams need almost the same time to solve the room
but with a fluctuation after some time, as depicted in Figure 6. This
seems to happen since their behaviors are not correlated with their
speed but with how patient they are.

The next step is to train agents, that each one has a different kind
of personality trait. We allocated the initial number of agents based
on the 25 percent ratio of introverts to extroverts in a community
[1].

The results show that even though the team with 3 extroverts
and 1 introvert (green) cooperates greatly at first and is very stable,
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Figure 7: 3 Extrovert and 1 Introvert (green) and 3 Introverts
and 1 Extrovert (grey) agents team rewards

Figure 8: 3 Agreeable and 1 Non-Agreeable (pink) and 3 Non-
Agreeable and 1 Agreeable (orange) agents team rewards

in the end, the team has stopped collaborating, as seen in Figure 7.
This happened because the extroverts always rushed to push each
other and get the rewards, while the introverts were more patient
and did not engage with the other players. On the other hand, in
a reverse personality traits team of 3 introverts and 1 extrovert
(grey), the results are almost identical to the only introvert agent’s
team but slightly less efficient. This means that 1 extrovert does
have a negative impact on 3 introverts but less than 1 introvert in
3 extroverts. This happens because, if the extroverts escape, they
may wait for the introverted one, slowing down the team, while on
the other hand, the extrovert will help the slow introverted team to
finish more quickly and efficiently.

Following the same pattern, we created a team of 3 agreeable
and 1 non-agreeable agent and the reverse.

As we can see in Figure 8, the 3 agreeable and 1 non-agreeable
team (pink) starts with a drop in the rewards, and then it learns to
cooperate but tends to be quite inefficient in the end. The agreeable
agents, being patient and not pushing each other, contributed to
efficient gameplay.

Respectively, the team with 3 Non-agreeable agents and 1 agree-
able (blue), is closer to the one with only Non-agreeable agents, but
their rewards fluctuate throughout the training.

The mean episode length of these four teams shows how they
are compared to each other in Figure 9. It must be noted, that the
team with the most extroverts in the end takes more time to finish
since the introvert holds them back with its slow movement.

As we said before, personality traits and behaviors are inter-
connected and so the behaviors of each agent show are related to
the personality trait they have been trained on. One of the main
characteristic behaviors of the extraversion and agreeableness trait
is how the agent pushes the others inside the room.

In Figure 10, we can observe that the team with more Non-
agreeable and the one with more extrovert agents tend to push
each other more than the other teams. This was expected since they
show unstable behavior and tend to try to reach the goal first.

Figure 9: 3 Extrovert and 1 Introvert (green) and 3 Intro-
verts and 1 Extrovert (grey), 3 Agreeable and 1 Non-Agreeable
(pink) and 3 Non-Agreeable and 1 Agreeable (orange) team
episode lengths

Figure 10: 3 Extrovert and 1 Introvert (green) and 3 Intro-
verts and 1 Extrovert (grey), 3 Agreeable and 1 Non-Agreeable
(pink) and 3 Non-Agreeable and 1 Agreeable (orange) pushing
actions

Figure 11: 1 Extrovert, 1 Introvert, 1 Agreeable and 1 Non-
Agreeable agents team rewards

Finally, we created a team with agents of all personality traits,
one extrovert, one introvert, one agreeable, and one non-agreeable.
As we can observe in Figure 11, this combination shows the biggest
drops in rewards, meaning that the agents did not manage to solve
the room effectively. This is something expected since the agents
show contrary behaviors and they cannot collaborate.

Based on the results, it is safe to say that the personality traits of
the agents of each team do play a significant role in how the group
operates, how efficiently it operates, and how quickly they manage
to escape. This means that the reward functions and how they were
set, can indeed replicate and emulate how the traits and behaviors
are exhibited in real life based on logic.

More specifically, the agreeable agents in general, are the most
efficient and fast in cooperating, and the introverts are almost the
same effective but a lot slower in solving the rooms. Furthermore,
when the teamwas constructedwith agents of all the traits, the team
had some difficulty collaborating, especially in the early stages.

So there is a basis for stating that team efficiency in the gamified
environment, where the agents have to collaborate to finish a task,
is related to the behaviors and traits each team member has. The
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results also show that the specific metrics and rewards we have set
can indeed translate to behavior changes in the agents and help set a
new reward methodology of creating agents with similar behaviors
and set standards for other types of games as well.

Finally, we can say that the personality the agents have can play
a great role in how the team works, how efficient it is, and how fast
it can solve specific tasks.

5 Conclusions and Future Work
In this paper, we presented a multi-agent environment in the form
of an escape room, with agents that emulate the OCEAN Five
Personality Traits characteristics based on custom reward functions.
The environment is dynamically changing and was developed in
such a way that allows us to generate data regarding the play style
of the agents, and their interactions with the room and between
them.

The emulation of human behavior in a gaming environment is a
complex endeavor since personality is a complex matter, making
it difficult to quantify without a large number of distinct human
players with specific traits and behaviors.

In our work, we used as a template of our agent’s behaviors
and personality traits the OCEAN Five model, which is one of the
most accepted and has been modeled by the HiDAC simulation.
More specifically, we implemented the extroversion and agreeable
traits in our agents, since these two regard teams of people and not
individuals.

So, based on custom reward functions, we developed multi-agent
teams that tried to solve a gamified Escape Room environment
while exhibiting specific behaviors and emulating a predefined
personality trait. By doing so, we collected enough data so that
we could compare the efficiency and speed of each team to the
respective traits their team members had.

This led to the conclusion that, by utilizing RL agents and custom
reward functions, human behaviors can be emulated by the agents.
The training of multi-agent systems with specific hyperparameters
and algorithms that reward both the team and the agents can indeed
create teams with a variety of behaviors.

This leads to the conclusion, not only do the custom reward
functions for the behaviors and traits emulate the equivalent in real
life but also show that they have a major impact on the team and its
efficiency. By conducting personality assessments of a company’s
employees, we can apply this knowledge in real-life scenarios to
create highly effective teams. Using the results from our simula-
tions of various personality traits, we can strategically assemble
teams that optimize productivity. This approach not only aids the
HR department in identifying the ideal personality traits for new
candidates but also in making informed decisions about internal
placements, ultimately enhancing overall organizational efficiency.

Lastly, this work can serve as a foundation for creating agents
and agent teams capable of learning to solve tasks in various game
environments using the same principles and reward structures. This
allows for the development of NPCs (Non-Playable Characters)
that can emulate diverse personalities and behaviors. Additionally,
our goal is to develop more complex agents with an expanded
set of actions and more sophisticated reward systems, enabling
us to evaluate their performance across different types of game

environments. A limitation of this multi-agent study is that we
did not include other traits or explore more combinations of traits
within a team, as it falls outside the current scope. Additionally,
the simplicity of the reward system presents another drawback.
However, addressing these aspects will be a focus of future work
to enhance this methodology.
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